EO-1 Weekly Status Week of March 23– March 29, 2007

Day of Year 082- 088
Mission Day 2312 - 2318
Earth Observing-One (EO-1) General:

There were 124 Data Collection Events (DCEs) scheduled this week.  

The instruments underwent decontamination cycling as follows:

HSI performed a deicing from 03/26/2007 at 22:45z (07-085) to 03/27/2007 at 13:35z (07-086).  

ALI performed an outgassing from 03/26/2007 at 22:55z (07-085) to 03/27/2007 at 13:45z (07-086).  

EO-1 Spacecraft Subsystems:

All spacecraft subsystems functioned nominally with the exception of the Command & Data Handling (C&DH) anomaly (see below).

C&DH 

Effort is continuing on developing workarounds for the Command and Data Handling Medium Speed Serial Port anomaly that prevents normal playback of recorded engineering data during Ground Network (GN) contacts.  
Instruments:

The instruments operated nominally this week. 

Technology Activities:
In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Sensor Web & Virtual Observatory Demonstrations

Dan Mandl made a presentation at the Ground System Architecture Workshop (GSAW) 2007 in Manhattan Beach, CA on March 28, 2007 entitled, “An Updated Status of the Experiments with Sensor Webs and OGC Service Oriented Architectures to Enable Global Earth Observing System of Systems (GEOSS)”.  He also co- led a session along with Richard Morris of JPL on “Goal-based Operations” in which he presented the goal-based capabilities developed on EO-1 to facilitate the present day sensor web experiments and mission autonomy.

Below are the key results of a 03/27/07 telecon on the Earth-Sun technology Office (ESTO) Advanced Information Systems Technology (AIST) Interoperable Sensor Web Architecture wildfire demo activity.  This telecom principally involved an exchange of information between GSFC, Ames, and Draper Lab.

·    The Ames Research Center (ARC) Unmanned Aerial System (UAS) team sent tables for each of the three proposed UAS flight corridors for the upcoming wildfire season.  It is unlikely these corridors will change over the next few months, so they will be used as hard-coded input for this particular wildfire activity, but in the future, flight corridor boundary constraints should be made available as a location on the internet that could be queried just before the UAS flight time. 

·    Ames will send data generated from the Esperanza fire as a data example of output from the Thematic Mapper simulator instrument.  They will also send a copy of the FAA application for a Certificate of Authorization (COA) that will contain other flight constraints we need to be aware of.

·    Other information needed by the Draper optimizer/planner include the fight plan and the instrument on/off plan.  Locations for retrieval of these data are to be supplied by the ARC team.  In addition, current position information and instrument on/off status in real-time would be a plus to have access to, but probably is not required for the optimizer planner.  ARC will determine if they can supply a real-time feed and let us know in the next few weeks.  Whether UAS maneuver constraints (turning radius, bank angles, etc.) can be easily made available as optimizer/planner inputs for our particular flights versus just modeled as generic NASA Ikhana UAS (Predator-B class) restrictions is still in discussion.

·    We will continue to work out how to deliver a new waypoint file for the UAS from the Draper optimizer/planner since connections into the flight control room are very restricted right now.  Ames will try to locate a server they can send files to as part of finalizing their interface to the Dryden flight control room and let us know when/if we will be able to place a new waypoint file there.

·    The UAS instrument has a thermal detection algorithm running in real time on-board and is capable of autonomously notifying that it has found a fire.  The autonomous fire detection will be used as a trigger to task the EO-1 for a night time collect of the target that will be taken 8-12 hours after the detection trigger is received from the UAS. 
·    It is still being discussed how many target changes (if any) will be allowed after the final flight plan has been filed with the FAA.  A UAS flight plan is fixed 48 hrs prior to takeoff.  Subsequent to this time, new targets may be requested, but they may not be honored because approval to deviate from the final flight plan requires an OK from an individual Air Traffic Controller that is responsible for the particular segment of flight the UAS is requesting a deviation from.  If the new request is to delete an existing target or add a new target along the flight path, it just requires the instrument to turn on/off over that target, so that should be accommodated.  However, deviating from the final flight plan to acquire a new target near the flight corridor but off of the flight plan is the subject of the debate.  The team must be ready to handle this event in case an individual controller actually does approve, but many people think it is unlikely that deviations will be allowed in this summer’s sequence.

Autonomous Sciencecraft Experiment (ASE)

On a scheduled stop, to perform a periodic freeing-up of WARP memory, the ASE software stopped commanding EO1 on 03/26/07 (07-085) at 22:30:00z and restarted on 03/27/07 (07-086) at 18:30:00z.  During this time, the ground contacts were performed from the ATS load.  This included the out-gassing commands and contacts at:

SGS 
085-23:07 
S-Band
AGS 
086-02:26
S-Band/X-Band/Warp-Format
PF1 
086-05:38 
S-Band
PF1 
086-08:56 
S-Band
SGS 
086-10:42 
S-Band
MGS 
086-13:09
S-Band
SGS 
086-13:57
S-Band
MGS 
086-16:25
S-Band
SGS 
086-17:12
S-Band

Ground System

Hardware Status

	Backup R/T System
	
	Yellow
	A new PC will be ordered to create a backup string file server for real-time operations.  Request and a quote for this new system were sent to the project on 3/8/2007.  Also, Red-Hat licenses are being obtained for ASIST workstations.  

	Mission Planning
	
	Yellow
	Oracle issues on speedwheel have been resolved.  FOT currently is performing most mission planning tasks on the backup machine Speedwheel.  Speedwheel’s configuration will be duplicated to build the primary machine Axle.  FOT is currently testing all mission planning tasks on Speedwheel to ensure that expected results are obtained.  VMWare licenses are being obtained for the PCs.

	Flight Dynamics
	
	Green
	FOT is waiting for the arrival of two new PCs to the MOCC that will be used for upgrading flight dynamics software and tasks.  These new PCs will be configured to move away from HP UNIX.


Operations

EO-1 FOT has been meeting with the systems administration group to address issues that currently effect operations.  In addition to the actions identified above for Hardware Status, data backup methods and failover system capability will be set up and tested independently for the mission planning, real-time, and flight dynamics machines.     
Ground and Space Network


EOS Data and Operations System (EDOS), GSFC,MD,USA

There are no major problems to report.

McMurdo Ground Station (MGS), McMurdo, Antarctica




On the final day of the week 03/29/07, MGS went RED.

Wallops Ground Station (WGS), Wallops Island, VA, USA




There are no major problems to report.

DataLynx Ground Station (PF1), Poker Flat, AK, USA

There are no major problems to report.

Alaska Ground Station (AGS), Poker Flat, AK, USA 

There are no major problems to report.


Svalbard Ground Station (SGS), Longyearbyen, Norway
There are no major problems to report this week.

Tracking and Data Relay Satellite System (TDRSS), White Sands, NM, USA

There are no major problems to report.

USGS Multi-Satellite Ground Station (LGS), Sioux Falls, SD, USA
 LGS is now being scheduled only for contingencies.

Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia

Australian Centre for Remote Sensing reports that TERSS has been having some technical issues.  The passes will remain in the schedule, but the station cannot guarantee data collection. 

Cordoba Ground Station (CGS), Cordoba, Argentina


No passes were scheduled this week. 

Upcoming Events:

· Lunar Calibration on 04/03/2007 (07-093) 

Imagery Status:

Scenes and Engineering Cals planned for week of March 23 – March 29, 2007                    124
Total scenes and engineering calibrations planned for entire mission – approximately 33,379
Total Scenes:  ALI scenes in the Level 0 archive            30,350 (as of March. 29, 2007)

                        Hyperion scenes in the Level 0 archive    30,099
Publications and Presentations Status (as of 03-30-07):

341 publications 

240 external presentations

54 articles and press releases
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