EO-1 Weekly Status Week of June 22 – June 28, 2007

Day of Year 173 - 179
Mission Day 2403 - 2409
Earth Observing-One (EO-1) General:

There were 99 Data Collection Events (DCEs) scheduled this week.  
EO-1 Spacecraft Subsystems:

All spacecraft subsystems functioned nominally with the exception of the Command & Data Handling (C&DH) telemetry playback anomaly reported previously.
Instruments
All instruments operated nominally this week.  Decontamination cycles were performed for ALI and Hyperion.  HSI performed a deicing from 06/23/2007 01:25z (07-174) to 06/23/2007 16:15z (07-174).  ALI performed an outgassing from 06/23/2007 01:35z (07-174) to 06/23/2007 16:25z (07-174).  In addition, an ALI Internal Calibration (Type 2) was performed at 176/23:59:01.
[image: image1]Technology Activities:
In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Sensor Web & Virtual Observatory Demonstrations

Stu Frye participated in the now weekly teleconference for the EO-1 team’s part in the Global Earth Observation System of Systems (GEOSS) Architecture Implementation Pilot.  He sent the EO-1 sensor web volcano monitoring site list to Sakoto Miura from the Japanese Space Exploration Agency (JAXA) who is the chair of the volcano scenario working group.  An offer was made by Stephen Ungar, the EO-1 mission scientist, to collaborate with South Africa in conducting a wildfire sensor web demonstration along high voltage power line corridors and in wildland reserves such as the Kruger National Park in South Africa.  The incoming Committee on Earth Observation Satellites (CEOS) chair-person, Pontsho Maruping of the South African Division of Science and Technology, requested that scientists from the South Africa Council on Scientific and Industrial Research (CSIR) and the Meraka Institute provide local data feeds for the collaborative effort.

Another teleconference was held between the Wildfire Research and Applications Program (WRAP) and the Advanced Information System Technology (AIST) Sensor Web collaborators on Thursday 28 June.  Testing is underway on two workflows: one to autonomously trigger an EO-1 scene and deliver Level 1G Hyperion data; and the other to retrieve Hyperion data, execute a ground classifier, ingest the result into a Web Coverage Service, and then drape the classifier result over a Web Map Service display.  Both tests were impacted by the move of the servers discussed in the next paragraph, but testing should continue next week and is expected to go smoothly.  Figure 1 below shows the target architecture for the summer demonstrations.  Figure 2 shows the specific EO-1 data flow that we have begun to test.
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Figure 1  Overview of summer fire sensor web demonstration that is being integrated

[image: image2]
Figure 2  EO-1 workflow portion of demonstration that is in process of being tested now

Autonomous Sciencecraft Experiment (ASE)

ASE on-board controlled EO-1 all week.  The ASE servers at the Jet Propulsion Laboratory (JPL) were moved to a new building over the weekend starting on Friday 22 June 2007.  Several days worth of goals files were generated in advance in case network issues surfaced that would cause connectivity problems between JPL and the EO-1 Mission Operations Center (MOC) at the Goddard Space Flight Center (GSFC).  Numerous problems were detected on Monday 25 June 2007.
The EO-1 Flight Operations Team (FOT) worked in conjunction with the JPL ASE team to re-establish all links that were impacted by the facilities move at JPL.  Necessary changes to firewall definitions and IP lists were executed.  During the move and the subsequent network adjustments (07-174 to 07-178), no deliveries of goal files or sensor web files were made from JPL to GSFC.  Tests on Thursday 28 June 2007 indicated all links utilized by automation scripts were enabled and functioning properly.  Operations returned to automated delivery of daily and weekly products on 28 June 2007 (Day 07-179) at about 19:00 GMT. 

The primary ASIST workstation in the EO-1 MOC was down from approximately 07-174/11:30 GMT to approximately 07-176/16:30 GMT.  No commanding of the spacecraft occurred during this time.  This occurred during the move mentioned above, in which the spacecraft was front-loaded with goal files and no sensor web files were to be received.  Hence, no commands were planned to be sent during this time period.  The EO-1 FOT is investigating the cause of this downtime; it appears unrelated to the JPL move at this time.
Ground System
Hardware Status

	Hardware
	Status
	Comments

	Primary R/T System
	
	Green
	

	Backup R/T System
	
	Green
	FOT has upgraded ASIST to 9.7.e on the backup R/T system.  Testing is currently underway.  Telemetry and commanding will be tested utilizing the flight software lab and Flatsat.

	bMOC at DataLynx
	
	Green
	

	Playback System
	
	Green
	

	Mission Planning
	
	Yellow
	VMware license issues are waiting to be resolved.  Once FOT can utilize VMware on the primary mission planning machine axle, parallel operations and testing will begin.

	Flight Dynamics
	
	Green
	MathWorks have been contacted regarding license transfers to the new machines to install Matlab.  FOT will be receiving a new version of FreeFlyer (6.0) along with the license files to use with the new hardware within the next week.  AI group will be holding a users seminar at GSFC on July 25th.  FOT will attend this seminar.

	DTAS Server
	
	Green
	

	ANS
	
	Green
	

	Flight Software Lab
	
	Green
	

	Admin System
	
	Green
	


Operations

Most activity for the week was in support of re-establishing connectivity between the EO-1 MOC and the JPL ASE servers.

Systems Administration

No change from last report.
New Discrepancy Reports (DR)

There are no new requests this week.
New Enhancement Requests (ER)
There are no new requests this week  

New Operations Database Change Requests (DBCR)

There are no new requests this week.
Ground and Space Network

EOS Data and Operations System (EDOS), GSFC, MD, USA

There are no major problems to report.
McMurdo Ground Station (MGS), McMurdo, Antarctica

There are no major problems to report.
Wallops Ground Station (WGS), Wallops Island, VA, USA

WGS is scheduled to be down for maintenance until 17 July 2007.
DataLynx Ground Station (PF1), Poker Flat, AK, USA

There are no major problems to report.
Alaska Ground Station (AGS), Poker Flat, AK, USA 

Due to a power failure, the S-Band support on day 177 at 02:08 was not conducted; no images were lost since this was an S-Band only support.
Svalbard Ground Station (SGS), Longyearbyen, Norway
There are no major problems to report
Tracking and Data Relay Satellite System (TDRSS), White Sands, NM, USA

There are no major problems to report.
USGS Multi-Satellite Ground Station (LGS), Sioux Falls, SD, USA
LGS is now being scheduled only for contingencies.
Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia

Australian Centre for Remote Sensing reports that TERSS has been having some technical issues.  The antenna will be down until further notice.
Cordoba Ground Station (CGS), Cordoba, Argentina

No passes were scheduled this week. 

Upcoming Events:

· Lunar Calibrations (nominal and modified) on July 1, 2007

· WGS scheduled to be down from June 23, 2007 to July 17, 2007 

Imagery Status:

Scenes and Engineering Cals planned for week of June 22 – June 28, 2007                          99
Total scenes and engineering calibrations planned for entire mission – approximately 34,826
Total Scenes:  ALI scenes in the Level 0 archive            31,576 (as of June 28, 2007)

                        Hyperion scenes in the Level 0 archive    31,323
Publications and Presentations Status (as of 03-30-07):

348 publications 

246 external presentations

54 articles and press releases
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