EO-1 Weekly Status Week of July 27 – Aug 2, 2007

Day of Year 208 - 214
Mission Day 2438 - 2444
Earth Observing-One (EO-1) General:

There were 111 Data Collection Events (DCEs) scheduled this week.  
An all instrument lunar calibration was performed on July 30 at13:00z.

A scheduled Hyperion hyperspectral imager (HIS) solar calibration was performed on Aug. 1 at 10:35z.
A scheduled Atmospheric Corrector (AC) solar calibration was performed on Aug. 1 at 12:14z.
Instruments underwent decontamination cycling as follows:

The Hyperion hyperspectral imager (HSI) performed a deicing from 07/30/2007 at 23:15z (07-211) to 07/31/2007 at 14:05z (07-212).  

The Advanced Land Imager (ALI) performed an outgassing from 07/30/2007 at 23:25z (07-211) to 07/31/2007 at 14:15z (07-212).  

EO-1 Spacecraft Subsystems:

All spacecraft subsystems functioned nominally with the exception of the Command & Data Handling (C&DH) telemetry playback anomaly reported previously.  
Instruments
All instruments operated nominally this week.  
Technology Activities:
In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Sensor Web & Virtual Observatory Demonstrations

Another teleconference was held between the Wildfire Research and Applications Program (WRAP) and the Advanced Information System Technology (AIST) Sensor Web collaborators on Thursday, 02 August.  The following key points of interest and actions were discussed:
· SPOT image data may become available for use with the sensor web because of their involvement with OWS-5.  They will create an SPS for SPOT and therefore be compatible with our sensors.  Assoc. Prof. Frew at the Univ. of Calif. Santa Barbara also wants to participate and has the US rights to distribute SPOT data to educational institutions.
· JPL personnel need to be informed when we decide that  ASTER triggers are for the real demonstration.

· David Smithbauer and Lawrence Ong will work with Mike Botts to get sample SensorML workflows and then use those samples to create some sample SensorML workflows for our fire sensor web..
· GMU was requested to make their WCS-T accessible to input data without having to enter it into the start point of the workflow process.  Eugene Yu and Peisheng Zhao of GMU agreed to provide this capability by next week if possible.

· There is some uncertainty as to how fast the onboard thermal classifier can be delivered with respect to delivery of the Level 1G product.  But it turned out that this was a function of when downlinks are scheduled after an acquisition. 
· Ames is currently in need of cloud predict data from Draper Lab for their upcoming initial UAS test flight on Sunday, August 5, 2007.  Four test flights are planned in August.
· Don Sullivan of Ames will send links to the UAS sensor web services so that Pat Cappelaere and Linda Derezinksi can try out the interfaces.
The OGC Web Services 5 (OWS-5) Testbed kickoff meeting occurred this week from Mon. July 30 – Wed. Aug 1 in Tyson’s Corner at the Oracle building.   This is an annual event to bring 20- 40 groups together to prototype key OGC specified interfaces in a collaborative environment.  The actual demonstration will be targeted for late Fall.
Autonomous Sciencecraft Experiment (ASE)

ASE controlled EO-1 all week, except from 13:00z to 20:00z on July 30 and from 09:30z to 14:30z on August 1.  During these periods, the FOT conducted a nominal lunar calibration and HSI/AC solar calibrations, respectively, using ATS loads.

Ground System

Hardware Status

	Hardware
	Status
	Comments

	Primary R/T System
	
	Green
	

	Backup R/T System
	
	Green
	FOT has upgraded ASIST to 9.7.e on the backup R/T system.  Testing is currently underway.  Telemetry and commanding will be tested utilizing the flight software lab and Flatsat.  The backup system is currently setup as an associate ASIST station and will continue to shadow the pass schedule.

	bMOC at DataLynx
	
	Green
	

	Playback System
	
	Green
	

	Mission Planning
	
	Yellow
	EO-1’s DBA is scheduled to setup the mission planning Oracle database on Axle after the security audit.  Mission planners will continue to perform all tasks using Speedwheel and Bullseye.

	Flight Dynamics
	
	Green
	All licensing issues have been resolved.  All required software, with the exception of EO-1’s custom code “auto-products”, has been installed on both new systems.  Developer Bob Wiegand is tasked with the upgrade of “auto-products”.  FOT will continue to verify the compatibility of the new setup to the old systems and proceed with parallel operations.

	DTAS Server
	
	Yellow
	As the result of a preliminary security scan, a part of the DTAS trending system code has been flagged as a high-risk element.  The server is currently off of the network and will be populated with data manually by the FOT using external data storage units.  FOT and the system administrators are discussing the options of how to keep the server on the network.

	ANS
	
	Green
	

	Flight Software Lab
	
	Green
	

	Admin System
	
	Green
	


Operations
Fuel Usage

Interest has been expressed in using EO-1 to help baseline image data taken by the Landsat Data Continuity Mission (LDCM), which is scheduled to launch in 2011/2012.  Study is underway to determine how best to manipulate the EO-1 flight profile in order to support the LCDM baseline effort.  It is desired to have the EO-1 orbit be as close as possible to the Landsat orbit, with a Mean Local Time (MLT) of the descending node close to but later than 10:00 am.  EO-1 FOT has performed studies to determine the efficacy of performing orbit-lowering burns.  These burns maintain the MLT, but create an orbit lower than desired for the baseline effort.  Consideration is being given to asking that EO-1 be granted an exception to meeting NASA reentry guidelines.  If an exception is granted, inclination burns may be used instead to maintain the desired MLT.  Given this uncertainty, the next orbit-lowering burn, which was scheduled for August 2007, has been cancelled.   
NASA Security Audit

As preparation for the NASA security audit, the EO-1 system administrator implemented changes to the MOC systems to ensure that EO-1 FOT follows within the NASA guidelines for network and system security.  The security audit occurred on July 31, 2007.  Documentation interviews connected with the audit are scheduled for next week.  The final outbriefing is scheduled for August 10, 2007.

New Discrepancy Reports (DR)

There are no new requests this week.
New Enhancement Requests (ER)
There are no new requests this week  

New Operations Database Change Requests (DBCR)

There are no new requests this week.
Ground and Space Network

EOS Data and Operations System (EDOS), GSFC, MD, USA

There are no major problems to report.
McMurdo Ground Station (MGS), McMurdo, Antarctica

There are no major problems to report.
Wallops Ground Station (WGS), Wallops Island, VA, USA

There are no major problems to report.
DataLynx Ground Station (PF1), Poker Flat, AK, USA

There are no major problems to report.
Alaska Ground Station (AGS), Poker Flat, AK, USA 

There are no major problems to report.
Svalbard Ground Station (SGS), Longyearbyen, Norway
There are no major problems to report.
Tracking and Data Relay Satellite System (TDRSS), White Sands, NM, USA

There are no major problems to report.
USGS Multi-Satellite Ground Station (LGS), Sioux Falls, SD, USA
LGS is now being scheduled only for contingencies.
Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia

Australian Centre for Remote Sensing reports that TERSS has been having technical issues.  The antenna will be down until further notice.  Original estimates listed a return to operations in early July.  The FOT requested an update on the status of the HGS repairs.  The latest report from Hobart is that the next update on the status of the repairs is scheduled for mid-August. 

Cordoba Ground Station (CGS), Cordoba, Argentina

No passes were scheduled this week. 

Upcoming Events:

· ALI internal calibration to be conducted on August 6, 2007

· Security audit outbriefing scheduled for August 10, 2007

Imagery Status:

Scenes and Engineering Cals planned for week of July 20 – July 26, 2007                          111
Total scenes and engineering calibrations planned for entire mission – approximately 35,386
Total Scenes:  ALI scenes in the Level 0 archive            32,035 (as of Aug 2, 2007)

                        Hyperion scenes in the Level 0 archive    31,782
Publications and Presentations Status (as of 07-05-07):

404 publications 

284 external presentations

51 articles and press releases
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