EO-1 Weekly Status Week of December 13 – December 19, 2007

Day of Year 347 - 353
Mission Day 2586 - 2592
Earth Observing-One (EO-1) General

There were 98 Data Collection Events (DCEs) scheduled this week.  
Steve Ungar and Dan Mandl met with Fritz Policelli and a SERVIR investigator to examine whether we could provide EO-1 data for disaster notification.  The website is as follows:

http://www.servir.net

SERVIR is a regional visualization and monitoring system for Central America that integrates satellite and other geospatial data for improved scientific knowledge and decision making by managers, researchers, students, and the general public and is a funded NASA HQ investigation.  Therefore, there is a good synergy that would occur by supplying EO-1 data to the site.  The staff at SERVIR will create the needed products such as visualizations of floods and fires.

NASA Earth Science Technology Office provided additional funding to expand the sensor web demonstrations.  We provided an unsolicited proposal which indicated how the present collaboration would be expanded.  In particular, the money will be used to provide additional sensor web capabilities that will make the overall demonstration more compelling.  We will create more standard Open Geospatial Consortium (OGC) web services and add security customized for an open network since most of the sensor web activities occur over an open network. 
EO-1 Spacecraft Subsystems

All spacecraft subsystems functioned nominally with the exception of the Command & Data Handling (C&DH) telemetry playback anomaly reported previously.  

Instruments

All instruments operated nominally this week.  
Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Sensor Web & Virtual Observatory Demonstrations

A teleconference was held between the Advanced Information System Technology (AIST) Sensor Web collaborators on Friday, December 14.  The following items of interest were addressed:

· Troy Ames to work on a schedule to create a SPS that is driven by the Interoperable Remote Component (IRC) application framework.
· Beginning to define Demo 2 contents. 

· By end of February 2008, Dave Smithbauer is to create a working SensorML workflow chain that will classify water from EO-1 imagery.
· Will meet with Defense Intelligence Agency (DIA) personnel on Jan 9-10, 2008 to identify common sensor web capabilities that can be developed in collaboration and used for the Empire Challenge.  The Empire Challenge is a DoD sensor web-like testbed.
· Eric Frost from San Diego State Univ (SDSU) will attend fire workshop at the end of January 2008.  He will come early to discuss how to present our emerging collaboration to the group in preparation for next year’s fire season.  We are trying to create a “fire channel” that provides used info to the public over a website sponsored by a local television station in the San Diego area. 
· Mention made of a very small (2 lb) UAV that is being developed by Research Associate at SDSU in San Diego for monitoring fires.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week.

EO-1 MISSION OPERATIONS CENTER
Real-Time
No change from last report.

Mission Planning
No change from last report.
Flight Dynamics
No change from last report.
Data Analysis and Trending
No change from last report.
System Administration
· Hardware inventory performed.

· System administrator was involved in troubleshooting efforts regarding the anomaly on the primary front end data systems.

· Supported developer efforts to revive MOPSS on axle.

GROUND AND SPACE NETWORK

Station Downtime
No change from last report.

Operational Discrepancies
· Disk Space Anomaly on FLUFLU primary FEDS machine.

· On Saturday December 15, 2007 and Sunday December 16, 2007, FOT experienced lack of receipt of S-band telemetry in the EO-1 Mission Operations Center (MOC).  During this time, S-band telemetry was not received in the MOC because the MOC front end’s disk was full.  The delivery of X-band data was unaffected, although processing of those files may require additional time to allow for the WARP directory entries to either be retrieved from S-band telemetry or be reconstructed.  Real-Time telemetry delivery was abruptly halted at 14:21 GMT on December 15 (349).
· Initial troubleshooting did not resolve anomaly.

· Ground systems configurations were monitored and checked.

· All software systems were rebooted.

· FOT and System Administrator investigated firewall settings and looked for CNE alerts.

· Ground stations were contacted to determine if stations were seeing downlink of S/X-band data.

· All stations reported healthy receipt of data from the spacecraft.
· FOT further investigated matter and determined that the issue was likely caused by the disk on the primary front end being full.  FOT conducted connectivity testing with AGS on December 16 (350) at18:44z using the backup front end and successfully received playback data from the ground station indicating good connectivity and command status.  FOT informed all ground stations that, until further notice, all EO-1 supports should connect to the backup front end.  FOT delivered necessary IP information to ground stations.  FOT made necessary changes to ground system automation to conduct operations using the backup front end JUDO.
· After clearing disk space, FOT reverted back to using the primary front for operations on December 18 (352) at 00:00:00.
· Missed passes

· EO-1 ground systems did not establish contact with the spacecraft during the scheduled contacts listed below.  Primary Front End Data systems disks were full preventing telemetry delivery into the control center.  During the SGS contact at 14:18 GMT on Saturday morning telemetry delivery abruptly halted at 14:21 GMT due to disk usage on the primary FEDS.

· SGS S-band contact, AOS/LOS: 349/14:18-14:31

· MGS S-band contact, AOS/LOS: 349/16:46-16:59

· SGS S/X-band contact, AOS/LOS: 349/17:33-17:46

· PF1 S/X-band contact, AOS/LOS: 349/20:59-21:11

· MGS S-band contact, AOS/LOS: 349/16:46-16:59

· AGS S-band contact, AOS/LOS: 350/00:14-00:23

· AGS S-band, AOS/LOS: 350/06:37-06:49

· AGS S/X-band, AOS/LOS: 350/08:15-08:27

· SGS S-band, AOS/LOS: 350/11:41-11:55

· SGS S-band, AOS/LOS: 350/13:19-13:32

· MGS S-band, AOS/LOS: 350/15:46-15:59

· SGS S/X-band, AOS/LOS: 350/16:34-16:46
· Listed below are GN supports missed that are indirectly related to the disk space anomaly.

· MGS S-band, AOS/LOS: 352/18:41-18:54

· MGS S-band, AOS/LOS: 352/21:56-22:09

· PF-1 S-band, AOS/LOS: 353/05:19-05:30

· PF-1 S-band, AOS/LOS: 353/08:33-08:45

· Lost Images

· Due to a scheduling conflict, AGS 2007:350:03:25 S/X-band contact was removed.  Listed below are the images not transmitted to the ground station during this support.   
· 2007:349:22:59:10-[859] EO10860532007349110P0 Marshall Islands 39 

· 2007:349:23:09:56-[860] EO10850802007349110K0 Australia-Lord Howe 

· 2007:350:00:27:31-[512] EO11020272007350110P0 Russia-Kuril Islands 15 

· 2007:350:00:38:32-[513] EO11010552007350110K0 Micronesia-Eauripik Atoll 3 

· 2007:350:02:16:33-[514] EO11180532007350110P2 Malaysia-Spratly Islands 4 

Support Enhancements  
· Continuing to provide contacts to the Solar Dynamics Observatory Ground Station (SDOGS) antennas
· EO-1 FOT continues to build command loads to provide SDO with 32kb downlink contacts.
· 32kb downlink scheduled for December 6, 2007 at 18:54z.
· 32kb downlink scheduled for December 7, 2007 at 16:01z.
· SDO and EO-1 ground systems engineers will test command interfaces using SDO front end systems and the EO-1 flight software lab.  
· SDO FOT would like to verify transmission of commands from the SDOGS antennas to the EO-1 spacecraft to validate uplink configurations.
· Before any command is sent to the EO-1 spacecraft all verifications will be completed using GSE equipment available in the EO-1 flight software lab.
Upcoming Events
· Lunar calibration sequence to be performed on December 24, 2007 during the 11:24z eclipse.

· Set of inclination maneuvers scheduled to be executed in January 2008.

· First maneuver will be performed on January 15, 2008 at 14:09z.

· Second maneuver will be performed on January 17, 2008 at 13:47z.

Imagery Status
Scenes and Engineering Cals planned for week of Dec. 13 – Dec. 19, 2007                          98
Total scenes and engineering calibrations planned for entire mission – approximately 47,554
Total Scenes:  ALI scenes in the Level 0 archive            34,033 (as of Dec. 19, 2007)

                        Hyperion scenes in the Level 0 archive    33,782
Publications and Presentations Status (as of 12-05-07)
404 publications 

284 external presentations

53 articles and press releases


Page 2 of 4

