EO-1 Weekly Status Week of Sept 15 – Sept 21, 2006

Day of Year 258 - 264
Mission Day 2123 - 2129
EO-1 General:

There were 120 Data Collection Events (DCEs) scheduled this week.  
The instruments underwent decontamination cycling as follows:

· HyperSpectral Imager (HSI) performed a deicing from 09/15/2006 at 21:40z (06-258) to 09/16/2006 at 12:35z (06-259).
· Advanced Land Imager (ALI) performed an outgassing from 09/15/2006 at 21:50 (06-258) to 09/16/2006 at 12:45z (06-259).

Spacecraft Subsystems:

The EO-1 satellite performed nominally this week, with the exception of the Command & Data Handling (C&DH) error (see below).
C&DH 
Troubleshooting continued this week to find ways of clearing the problem on the Medium Speed Serial Port (MSSP) between the EO-1 Command and Data Handling (C&DH) Mongoose 5 (M5) processor and the Comm RSN. This condition prevents the playback of recorded engineering data to the ground. All other spacecraft functions remain normal including receipt of real time engineering data and event messages during downlink communications contacts. Acquisition of science data is unaffected and is continuing as normal under control of the autonomous systems. 
Efforts are now focused on trying to power reset the MSSP FPGA without rebooting the C&DH. If this is unsuccessful, then rebooting the C&DH M5 (by performing either a cold restart or a power reset) will be the next thing to try, unless the mission decides to continue flying the satellite with the minimal engineering playback data gathered during communications contacts or during DCE operations. The "do nothing" option is under consideration because if there is a hardware problem with the MSSP, then rebooting the C&DH will not fix it. In addition, rebooting the C&DH is not without risk, since many components will have to be powered down that have not been turned off since launch.
Since cold starting the C&DH will result in the spacecraft going into Safehold Mode, the engineering team decided EO-1 should be placed in that mode before performing a Cold Restart. The team also decided that a warm restart of the C&DH M5 will probably not clear the problem, so a cold restart would be tried next if resetting the MSSP FPGA doesn't work. In addition, the team should be ready to perform a C&DH power reset immediately following a cold restart, because if the cold restart does not clear the MSSP problem, it would waste time to recover from that when the next logical step would be to try a power reset anyway.
Approval to either cold restart or power reset the C&DH will be sought from GSFC and NASA Headquarters management before proceeding.

Electrical Power Subsystem (EPS)

A solar array characterization test was performed on 09/16/2006 at 08:06z (06-259).

Instruments:

The instruments operated nominally this week. 

Technology Activities:
The EO-1 extended mission phase has been transformed into an on-orbit testbed for advanced technology and hyperspectral research.  The status of various validation efforts is as follows:

Sensor Web & Virtual Observatory Demonstrations
A meeting will be held on October 4, 2006 at Tysons Corner during the Open Geospatial Consortium (OGC) Interoperability Day in which AIST ESTO award winners attending will attempt to coordinate some of their efforts to create more synergy between the efforts in enabling sensor webs.  There were many award winners with overlaps in their efforts that relate to various efforts being sponsored by OGC, especially in their ongoing OCG Web Services (OWS-4) testbed effort.

Work is proceeding in the OGC Web Services Testbed 4 (OWS-4) area.  The key capability that we are working on now is the Sensor Observation Service (SOS), a proposed (OGC) standard, which would enable a user to put together a workflow chain for an image that is taken by a satellite over the internet.  In particular, we are trying to demonstrate the automatic tasking of an EO-1 instrument over the internet via the Sensor Planning Service (SPS) and then the creation of a workflow chain for either the Hyperion and/or the ALI.  We are trying to start with a Level 1G product and have the SOS extract three bands and send those processed bands to the user.

Autonomous Sciencecraft Experiment (ASE)

During a Dual Image collect on day 259, the ASE Safety system detected that HSI was on too long.  This caused ASE to attempt to run a safety script and increment the error counter.  As a result, the ASE HSI “maximum on” time limit will be updated in the future to be consistent with ground models.  The ground automation was updated to detect this error, notify JPL, and reset the error counter.

Ground and Space Network
EOS Data and Operations System (EDOS), GSFC, MD, USA
There are no major problems to report.

Wallops Ground Station (WGS), Wallops Island, VA, USA 

WGS is now “Green”.  There are no major problems to report.

DataLynx Ground Station (PF1), Poker Flat, AK, USA

PF1 is now “Green” for EO-1 X-Band passes.  There are no major problems to report.
Alaska Ground Station (AGS), Poker Flat, AK, USA 

There are no major problems to report.

Svalbard Ground Station (SGS), Longyearbyen, Norway

Two DCEs taken on Day 258 may have been lost due to a tracking problem at SGS.  FOT has requested the AMPEX tape to try to recover them.  

EO-1 MOC experienced a late acquisition during the 262/14:45:00 contact due to a PTP configuration error. The station operators had to manually set-up the PTP and the bitsync.  This problem did not reoccur.

Tracking and Data Relay Satellite System (TDRSS), White Sands, NM, USA


There are no major problems to report.


USGS Multi-Satellite Ground Station (LGS), Sioux Falls, SD, USA


LGS is now being scheduled only for contingencies.


Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia

There are no major problems to report.  

Cordoba Ground Station (CGS), Cordoba, Argentina


No passes were scheduled this week. 

Upcoming Events:

· Solar eclipse on 9/22/2006 (06-265)

· Lunar calibration on 10/07/2006 (06-280)

· Orbit Lowering maneuver on 11/07/2006 (06-311)
Imagery Status:

Scenes and Engineering Cals planned for week of Sept 15 – Sept 21, 2006                     120
Total scenes and engineering calibrations planned for entire mission – approximately 30,227
Total Scenes:  ALI scenes in the Level 0 archive            27,835 (as of Sept 21, 2006)

                        Hyperion scenes in the Level 0 archive    27,587
Publications and Presentations Status (as of 07-27-06):

341 publications 

234 external presentations

  54 articles and press releases
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