EO-1 Weekly Status Week of Sept 1 – Sept 7, 2006

Day of Year 244 - 250
Mission Day 2109 - 2115
EO-1 General:

There were 132 Data Collection Events (DCEs) scheduled this week.  
Spacecraft Subsystems:

The EO-1 satellite performed nominally this week, with the exception of the Command & Data Handling (C&DH) error (see below).
C&DH 

On Monday morning 9/4/06 (day 247), just after 03:00 GMT, the playback of recorded engineering data from on-board the spacecraft was halted before the end of a ground station contact.  Autonomous paging from the EO-1 ground systems brought Flight Operations Team (FOT) personnel in to the Mission Operations Center (MOC) on the Monday Labor Day holiday.  The error reported by the event monitor said the data being sent was "Not Continuous".  All other activities handled by the on-board C&DH processor continued without problems.  Uplink of new targets proceeded without interruption.  Science data capture and X-band downlink were fine.  Real time engineering data was still being received during contacts letting us know that things were still OK.  All other activities were proceeding smoothly, but all engineering data that was recorded after the event could not be recovered and eventually were overwritten by subsequent data recording until the record area filled up.  
An anomaly investigation team was formed and quickly began dumping software status flags to assess where the problem might be.  Engineering data is recorded by the Data Storage task running on the C&DH and when a playback is commanded, the Telemetry Output task receives the starting memory location and extent of the data from the DS task and begins to send the data to the Comm RSN via the Medium Speed Serial Port (MSSP) of the C&DH Mongoose 5 processor.  

Telemetry points on both ends of the interface were captured and ideas for attempting a reset were formulated by the anomaly team.  Next week, resets of the Comm RSN downlink data rate and a patch to the MSSP_STOP_TRANSMISSION register with 0 will be tried to see if the data flow can be un-stuck.  There exist several more drastic steps that can be taken if these two actions fail to clear the problem, but such drastic steps will need to be analyzed more fully before taking action on them.  
Instruments:

The instruments operated nominally this week. 

Technology Activities:
The EO-1 extended mission phase has been transformed into an on-orbit testbed for advanced technology and hyperspectral research.  The status of various validation efforts is as follows:

Sensor Web & Virtual Observatory Demonstrations
A meeting will be held on October 4, 2006 at Tysons Corner during Open Geospatial Consortium (OGC) Interoperability Day in which AIST ESTO award winners attending will attempt to coordinate some of their efforts to create more synergy between the efforts in enabling sensor webs.  There were many award winners with overlaps in their efforts that relate to various efforts being sponsored by OGC, especially in their ongoing OCG Web Services (OWS-4) testbed effort.

A presentation will be made at the Global Grid Forum 18 at the Washington DC convention center for the Earth Observation and Ground Systems session entitled “Transforming Space Missions Into Service Oriented Architectures”.  The presentation highlights the EO-1 collaborations, especially with the OGC to accomplish the goals stated by the title.
Autonomous Sciencecraft Experiment (ASE)

ASE controlled EO-1 operations all week.
Autonomy Testbed
Nothing new to report.
Ground and Space Network
EOS Data and Operations System (EDOS), GSFC, MD, USA
There are no major problems to report.

Wallops Ground Station (WGS), Wallops Island, VA, USA 

Wallops Ground Station contacts will continue to support EO-1 operations in the form of engineering supports.  The Station will not be granted “Green” status until further testing has been completed.

DataLynx Ground Station (PF1), Poker Flat, AK, USA

PF1 continues to be “Yellow” for EO-1 X-Band supports.  
Alaska Ground Station (AGS), Poker Flat, AK, USA 

There are no major problems to report.

Svalbard Ground Station (SGS), Longyearbyen, Norway

There are no major problems to report.

Tracking and Data Relay Satellite System (TDRSS), White Sands, NM, USA


There are no major problems to report.


USGS Multi-Satellite Ground Station (LGS), Sioux Falls, SD, USA


LGS is now being scheduled only for contingencies.


Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia

There are no major problems to report.  

Cordoba Ground Station (CGS), Cordoba, Argentina


No passes were scheduled this week. 

Upcoming Events:

· Lunar calibration on 09/08/2006 (06-251)

· Orbit Lowering maneuver on 11/07/2006 (06-311)
Imagery Status:

Scenes and Engineering Cals planned for week of Sept 1 – Sept 7, 2006                     132
Total scenes and engineering calibrations planned for entire mission – approximately 29,899
Total Scenes:  ALI scenes in the Level 0 archive            27,641 (as of Sept 7, 2006)

                        Hyperion scenes in the Level 0 archive    27,394
Publications and Presentations Status (as of 07-27-06):

341 publications 

234 external presentations

  54 articles and press releases
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