EO-1 Weekly Status Week of Feb 17 – Feb 23, 2006

Day of Year 048-054
Mission Day 1914 - 1920
EO-1 General:

The EO-1 satellite performed nominally this week.  There were 131 Data Collection Events (DCEs) scheduled and EO-1 averaged approximately 18 DCEs per day.  One DCE was not taken due to an anomaly with the on-board autonomy.  See the description of that anomaly below.
Spacecraft:

All spacecraft subsystems performed nominally this week.  

Instruments:

The instruments operated nominally this week. 

Technology Activities:
The EO-1 extended mission phase has been transformed into an on-orbit testbed for advanced technology and hyperspectral research.  The status of various validation efforts is as follows:

Sensor Web & Virtual Observatory Demonstrations

The automated schedule generation software continued to operate smoothly producing all weekly and daily activity schedules without problems.  Several of the sensor web ground processes were consolidated onto one machine at JPL last week and that consolidation effort resulted in some product listings being embedded in the body of Email messages instead of being attached as files.  That problem was fixed.  
All sensor web replacements (triggered scenes from other sensor installations) were uplinked automatically.  All science priority replacements were also uplinked automatically, except for one that was caught in the EO-1 MOC ASIST uplink queue while ASIST was hung on 2/17/06 (2006/048).  The problem that hung ASIST was tracked down to a NATIVE SCP used to copy goal files to the Shelf computer to aid in Level-0 processing.  Shelf had locked out the ASIST user account due to too many failed login attempts and that hung the NATIVE SCP directive on the ASIST primary console.  The crash caused a backlog of goals in the queue for uplink to ASE and one image was not uplinked because it was past its latest uplink time in the automation queue.  A baseline scene that had been previously loaded for that time slot was taken instead of the priority replacement.  The Level-0 transfer support has been moved to another machine to avoid this in the future.
Autonomous Sciencecraft Experiment (ASE)

ASE controlled the spacecraft all week, but one scheduled image was not taken due to an ASE anomaly on-board.  The anomaly occurred on 02/18/2006 (06-049) while imaging the 4th scene in a five scene sequence.  The instruments turned on at the appropriate time, but the command to stop the Hyperion instrument from imaging was issued about 40 seconds late. This problem was most likely due to CPU starvation and as a result the scene consumed more WARP bulk storage than planned.  When attempting to perform the 5th image, ASE detected that there was not enough space on the WARP to record another image, so it was not taken.  These CPU race condition glitches seem to occur once every 3-4 months, but they usually don't result in a scene being missed.  Investigation is on-going into the 100% CPU utilization phenomena on the WARP Mongoose computer that houses ASE.
Hybrid Ground Phased Array Antenna Validation (funded & in process) 

Checkout of the first Space Fed Lens (SFL) unit was completed and the unit was integrated with the azimuth steering mechanism (turn table) at Georgia Tech.  We are targeting an initial, single SFL test with SAC-C, on Monday, March 6, 2006.  The second and third SFL’s were tested at Glenn Research Center and will be shipped to Georgia Tech this week.  The final SFL, which was the replacement SFL for the broken one, was received at Glenn and is in the process of being tested.  It will be shipped to Georgia Tech next week.
The Space Fed Lens system will be steered mechanically in the azimuth direction but electronically in the elevation direction.  The final test with SAC-C is scheduled for the March-April time frame.

Onboard and Ground-based Compression of Hyperspectral Data (unfunded & in definition)

Nothing new to report.

Precision Attitude Control Using the Three Axis Magnetometer (TAM) (unfunded and in definition) 
Nothing new to report.

Livingstone Onboard Model Based Diagnostic Tools & Autonomy Testbed

We are working on modifying a predictive model that is presently being used for lights-out automation for ST-5 to allow the software module to run on CHIPS.  This is to demonstrate that an application running on the GSFC Mission Services Evolution Center (GMSEC) bus can be easily ported to run onboard CHIPS with the Core Flight Executive (cFE) bus.  Our target for an initial test is the end of February.

Ground System:

ASIST crashed on 02/17/2006.  The problem is described in the ASE section above. 

Ground and Space Network:

EOS Data and Operations System (EDOS), GSFC, MD, USA
EDOS continues to provide X-Band data transfer from both WGS and SGS to the EO-1 Mission Operations Center (MOC).  The EO-1 project provided a deinterleaver unit for use at AGS that was tested and shipped to the station two weeks ago.  EDOS and AGS personnel installed the unit and EDOS provided successful electronic transfers of EO-1 data from AGS to the EO-1 MOC this past week.  Receipt of EO-1 science data from AGS and PF1 is now provided primarily via the high speed electronic interface provided by EDOS.  For now, Ampex tape shipments from AGS and PF1 will continue to allow verification of the new EDOS transfer mechanism.  It is expected that within a few weeks, EO-1 will request that tape shipments be switched to anomaly support and only be shipped at the Project's request.  In the mean time, intermittent problems with duplicate I or Q channel output on the deinterleaver link are being troubleshooted.
Wallops Ground Station (WGS), Wallops Island, VA, USA 

There are no major problems to report.

DataLynx Ground Station (PF1), Poker Flat, AK, USA

There are no major problems to report.  After the verification that EDOS is successfully transferring EO-1 science data from the Alaska Ground stations to the EO-1 MOC, PF1 will retire their Ampex tape drives and will go to disk recording of backup data instead of tape.
Alaska Ground Station (AGS), Poker Flat, AK, USA 

There are no major problems to report.

Svalbard Ground Station (SGS), Longyearbyen, Norway

There are no major problems to report.

Tracking and Data Relay Satellite System (TDRSS), White Sands, NM, USA

There were no major problems to report.

USGS Multi-Satellite Ground Station (LGS), Sioux Falls, SD, USA

LGS is now being scheduled only for contingencies.

Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia

There are no major problems to report.  Downlinks to Hobart will continue to be performed routinely by the mission autonomy, but at this time, EO-1 does not have a tape drive that will read the format of the DLT tapes received from Hobart.  EO-1 wishes to continue to have Hobart as a downlink service and will maintain the use of the station for that purpose, but will avoid deleting data from the recorder that is downlinked there and will re-capture that data via the EDOS links at one of the other four NASA ground stations for processing at the MOC.  EO-1 will continue to work with Hobart to see if electronic transfer can be established between Australia and GSFC.
Cordoba Ground Station (CGS), Cordoba, Argentina

No passes were scheduled this week. 

Upcoming Events:

· MLT control burn on 02/28/2006 (06-059)

· Lunar calibration on 03/15/2006 (06-074)

· Panel 4 thermal test on (or about) 03/21/2006 (06-080)

Imagery Status:

Scenes and Engineering Cals Planned for week of Feb17– Feb 23, 2006                131
# of scenes recovered for week of Feb 17 – Feb 23, 2006                                        130
Total scenes and engineering calibrations planned for entire mission...  approx 26,608
Total Scenes:  ALI scenes in the Level 0 archive            25,253 (as of Feb 23, 2006)

                        Hyperion scenes in the Level 0 archive    25,016
Publications and Presentations Status (as of 02-23-06):

340 publications 

233 external presentations

  49 articles and press releases
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