EO-1 Weekly Status Week of Aug 19, 2005-Aug 25, 2005
Day of Year 231-237
Mission Day 1734 - 1740
EO-1 General:

The EO-1 satellite performed nominally this week.  EO-1 averaged approximately 15 Data Collection Events (DCE’s) per day for the week with 104 DCE’s recovered including an all instrument lunar calibration that was performed on 08/20/2005 at 04:54z (05-232).

In addition, the instruments underwent their bi-weekly decontamination cycling as follows:
· HSI performed a deicing from 08/24/2005 at 17:35z (05-236) to 08/25/2005 at 08:05z (05-237).

· ALI performed an outgassing from 08/24/2005 at 17:45z (05-236) to 08/25/2005 at 08:15z (05-237).

NASA HQ has committed to flying EO-1 at least through FY 06.  Presently, the level of science support is being discussed.  EO-1 will be lowered by about 10 km each year that it flies to maintain a mean local time (MLT) later than 10AM while staying within the orbital debris directive to re-enter within 25 years after all fuel is expended.  An initial orbit lowering maneuver to drop out of formation with Landsat-7 will be performed on September 27, 2005.  This maneuver will lower the orbit by about 5-6 km.  Every 4-5 weeks thereafter, EO-1 will lower its orbit another kilometer so as to maintain a fixed MLT.  The orbit lowering can continue in this manner until 2011 when EO-1 will have arrived at its re-entry altitude out of fuel.  EO-1 can continue to acquire images on the way down as funding permits or until the science return is unacceptable, at which point NASA could decide to decommission the spacecraft and quickly lower to the re-entry altitude.  A briefing to the HQ Science Advisory Council, containing the EO-1 orbit change plans, descriptions of the new mission modes, and proposed changes to the USGS relationship for EO-1 support, was presented 18 August 2005.

Spacecraft:

All spacecraft subsystems performed nominally this week.  
Global Positioning System (GPS)

A +/- 500 meter sinusoidal cross track difference between GPS and Ground OD solutions was noticed starting on 8/4/2005 (05-216) at about 01:30z.  Analysis led to a 1 second bias in the UTC/UT1 Offset that is part of the GPS Tensor Earth Orientation Parameters (EOP) load (Packet 64). 

Analysis of the GPS Tensor UTC Correction Parameters (Packet 4F) shows that ΔTLSF changed from 13 to 14 around the anomaly time. This time also corresponds closely to the announcement of the next leap second by the International Earth Rotation Service (IERS) that will be applied at midnight GMT on 31 December 2005.  A meeting with Space Systems Loral, EO-1 Ops, and GSFC GN&C was held on Aug 24th to discuss the details of the anomaly. 

Although analysis of this anomaly is still under investigation, it appears that when the future leap second was included in the GPS signal on August 4th, the GPS Tensor on EO-1 starting using that updated value immediately in the internal EOP calculations.  A workaround of biasing the UTC/UT1 Offset by 1 second will be implemented until the leap second shows up in UTC-UT1 Offset in IERS “Bulletin A” on Jan 1, 2006. 

The following plot shows the initial anomaly and 1 second bias workaround has returned these errors to pre-anomaly values:
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Attitude Control Subsystem (ACS)

Roll, pitch and yaw IRU calibration slews were performed on 8/25/2005 (05-237) from 08:26z to 12:36z.  ACS data from these slews will be processed to compute IRU misalignment, scale factors and biases for future uplink.

Electrical Power Subsystem (EPS)

A solar array characterization test was performed on 08/09/2005 at 05:50z (05-221).

Instruments:

The instruments operated nominally this week.  

Technology Activities:
Our extended mission phase has transformed into a testbed phase.  The status of various validation efforts is as follows:

Sensorweb & Virtual Observatory Demonstrations

There was an anomaly in the automated load generation in which selection of an appropriate X-band downlink opportunity was missed and subsequent targets were not scheduled properly until after the next downlink.  A manual correction to the weekly schedule allowed re-entry of the X-band downlink and the appropriate intervening targets to correct for the problem.  The cause of the problem is under investigation.  This is the first glitch encountered in the automated scheduler in 7-8 weeks.  All other subsystems in the ground automation performed accurately this week, including insertion of the automated selections of cloud alternates by the Draper Lab EPOS system.
Autonomous Sciencecraft Experiment (ASE)

ASE controlled EO-1 all week with the exception of 08/24/2005 at 17:30z (05-236) to 08/25/2005 at 13:00z (05-237) which was used to performed IRU calibration slews and instrument decontamination (the instrument decontamination was included in the ATS load only because it was too close in time to the IRU calibration slews).  
ASE/CASPER also removed 2 S-Band passes from the schedule as fallout from the GPS power cycle that was part of the GPS cross track error anomaly.  The passes were removed because ASE uses the ACS/GPS processing flag as verification before starting the RTS that executes GPS packet request commands.  The FOT performed blind acquisitions and manually performed VR operations and no science or engineering data was lost.

Hybrid Ground Phased Array Antenna Validation (funded & in process) 

The following Figure 1 is a picture of a test conducted at Georgia Tech with an array of inflatable antenna apertures, mechanically steered and adaptively combined to receive data from SAC-C in X-Band at 6 Mbps on August 24, 2005 and August 26, 2005.  For these tests data was not captured successfully.  More passes with SAC-C have been scheduled beginning Sept 6, 2005.  
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Figure 1  Inflatable adaptive antenna array to receive SCA-C data at 6 Mbps
Once successful, in Spring 2006 a similar test will be conducted but will use space fed lens that will be electronically steered in the elevation direction and mechanically steered in the azimuth direction.  These tests are being conducted under an ESTO award to examine cost effective methods to use adaptive antenna arrays to receive data from low 

earth orbiting satellites. 
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Figure 2  Space Fed Lens Prototype

The Univ. of Colorado received the first prototype space fed lens from E-Fab (Figure 2).  Dr. Rondineau intends to assemble the feed assemblies and then ship the unit to Glenn Research Center for testing in their antenna chambers by the end of next week.  If the characterization tests are successful, he will direct E-Fab to fabricate the remaining three space fed lens needed to build the 4 element antenna.  Figure 3 is a conceptual illustration of how space fed lens could be utilized.
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Figure 3  Conceptual drawing of how space fed lens would be used to “build cellular phone” type of communications infrastructure for low earth orbiting satellites.
Our present schedule for the space fed lens is as follows:

8/31/05   Fabricate and characterized 0.75 meter space fed lens

9/1/05 – 10/30/05   Integrate system with 4 space fed lens and perform same test with SAC-C

Onboard and Ground-based Compression of Hyperspectral Data (unfunded & in definition)

A subgroup of the Flora proposal team submitted a proposal to respond to the AISR call for proposals due July 22.  This effort will be used to investigate possible architectures to perform “Adaptive Compression On-board to Manage High Data Volume”.  If accepted, this effort would prototype the use of Field Programmable Gate Arrays (FPGAs) and Application Specific Integrated Circuits (ASICs) as onboard co-processors to perform high speed pixel classification and real-time tunable compression.  This would enable the ability for the satellite to focus on important features and then allow more lossy compression to be performed on the data that is not as important, thus performing onboard intelligent data reduction.  It is anticipated that this could reduce the data volume on missions such as Flora by as much as an order of magnitude.

Precision Attitude Control Using the Three Axis Magnetometer (TAM) (unfunded and in definition) 
Nothing new to report

Livingstone Onboard Model Based Diagnostic Tools 

We are attempting to integrate Livingstone 2 that is flying on EO-1 onto a testbed which simulates a PowerPC with Core Flight Executive (cFE) running.  cFE acts as a message bus and enables software “plug and play” onboard satellites.  In the target demonstration for this Fall, Livingstone would be “plugged” into cFE and messages from a ground software suite would automatically be routed from the ground, through the cFE onboard, to Livingstone.  The long term goal is to demonstrate some rudimentary flight software “plug and play” capability to lower future mission development and operations costs.
Ground and Space Network:

Wallops Ground Station (WGS), Wallops Island, VA, USA 

There are no major problems to report.  

DataLynx Ground Station (PF1), Poker Flat, AK, USA

There were no major problems to report.

Alaska Ground Station (AGS), Poker Flat, AK, USA 

AGS engineering passes started on 8/18/2005 (05-230).
Svalbard Ground Station (SGS), Longyearbyen, Norway

There were no major problems to report.
Tracking and Data Relay Satellite System (TDRSS), White Sands, NM, USA

There are no major problems to report.

USGS Multi-Satellite Ground Station (LGS), Sioux Falls, SD, USA

There are no major problems to report.

Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia

There are no major problems to report.  
Cordoba Ground Station (CGS), Cordoba, Argentina

No passes were scheduled this week. 

Upcoming Events:

· Wallops X-Band engineering pass to support GSIF data flow test on TBD

· Formation Flying maintenance maneuver on 09/15/2005 (05-258)

· Formation Exit maneuver on 09/27/2005 (05-270)

Imagery Status:

Scenes and Engineering Cals Planned for week of Aug 19-Aug 25, 2005          104
# of scenes recovered for week of Aug 19-Aug 25, 2005                                    104
Total scenes and engineering calibrations planned for entire mission   approx 23,533
EDC Scenes:  ALI scenes processed to Level 0            23,232 (as of Aug 25, 2005)

                        Hyperion scenes processed to Level 0    22,980
                        ALI scenes processed to Level 1            23,232
Publications and Presentations Status (as of 08-11-05):

328 publications 

232 external presentations

  41 articles and press releases
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