EO-1 Weekly Status Week of April 1, 2005-April 7, 2005 (GMT 091-097)

Mission Day (1594 - 1600)

EO-1 General:

The EO-1 satellite performed nominally this week.  EO-1 averaged approximately 12 Data Collection Events (DCE’s) per day for the week with a total of 84 DCE’s including 5 calibrations and 3 DCE’s lost due to a SGS antenna anomaly.  Scenes taken included:
· ALI performed an internal calibration sequence #1 on 04/07/2005 at 13:11z (05-097).

· ALI performed an outgassing from 04/05/2005 at 08:30z (05-095) to 04/05/2005 at 23:30z (05-095).

· ALI performed 4 stellar calibration scans (one for each detector) of Vega on 04/07/2005 (05-097) at 16:42z, 16:48, 18:21z and 18:27z.
· HSI performed a deicing from 04/05/2005 at 08:20z (05-095) to 04/05/2005 at 23:20z (05-095).

· AC was not used this week.

Per NASA Headquarters instruction, the EO-1 project submitted a formal notice of intent to decommission EO-1 for NASA Administrator signature.  HQ has agreed to fund normal operations through July 2005, including USGS support to allow enough time to notify all affected users.  If the Administrator approves the decommissioning, de-orbit burns will begin in August and mission termination will occur no later than 30 September 2005.  We are working on a web posting and public affairs notice in addition to contacting all users about the intent to terminate the mission.
The Morning Constellation Mission ad hoc team, established to deal with the upcoming close approach of Landsat 7, EO-1, and SAC-C, had their first meeting.  The upcoming close approach is expected to occur August 26, 2005.  During this meeting, the advantages and disadvantages of the five proposed SAC-C maneuver strategies were discussed.  No conclusions on the strategies were reached.  The Argentinean SAC-C project has suggested that some cooperative maneuver strategy between the three spacecraft be adopted.  Given the EO-1 de-orbit scenario stated above, the August 26 close approach issue should not involve EO-1 as EO-1 will have begun lowering its orbit before the SAC-C encounter is expected to occur. 
Spacecraft:

All spacecraft subsystems performed nominally this week.

A solar array characterization test was performed at 04/05/2005 17:13z (05-095).

Instruments:

The instruments operated nominally this week.  
Technology Activities:

Our extended mission phase has transformed into a testbed phase.  The status of various validation efforts is as follows:

Sensorweb & Virtual Observatory Demonstrations

While the on-board ASE is idle (see below), the ground automation/sensorweb work had to revert to building daily command loads instead of using the automatically generated loads.  However, parallel testing of the automated load generator as compared to the manual command load process is continuing.  Tweaks to the automated load generator routines are being implemented on a weekly basis.  In the next 2-3 weeks, we expect the automated process developed by the GSFC and JPL autonomy teams over the last 6 months to be utilized in a production mode through the end of normal image operations in July.
Autonomous Sciencecraft Experiment 
ASE operations continued this week with no major anomalies in the on-board software suite.  ASE operations were stopped on 04/05/2005 (05-095) to apply several software patches and update the SCL project file that had been developed and tested as improvements to Release 3.  ASE operations are scheduled to resume on 4/12/2005 (05-102). 

Hybrid Ground Phased Array Antenna Validation (funded & in process) 

The test with the mechanically steered adaptively combined inflatable antenna apertures and SAC-C downlinking X-Band, that was originally scheduled to be conducted in March 2005, has been delayed until May 2005.  This delay has been caused by a slip in the purchasing of parts to assemble the test set up at Georgia Tech.  The status of the parts is as follows:

                                                                        status

5/15/05   Inflatable aperture assembly           in process

                Dish hardware and control

3/10/05   Mixers                                             arrived

3/10/05   LO splitters                                     arrived

3/10/05   Filters                                              arrived

3/15/05   Amplifiers                                       in process

3/10/05   Feed horns                                       shipped 3/10

In the meantime, Univ. of Colorado is fabricating their modified space fed lens.  This lens will be used in a follow-up repeat test in which tracking of the SAC-C signal will be demonstrated with electronic steering versus mechanical steering.  There has been some delay due some problems that E-Fab, the company that is fabricating this Space Fed Lens, had with the AutoCad drawings supplied by Univ. of Colorado.  These issues were resolved.  At present, E-Fab is ready to perform the work, however, the official contract cannot be let until Univ. of Colorado receives its allocated grant money from Glenn.  The grant is in the process of being put into place and will hopefully be in place within 3-4 weeks.  Our present schedule for the space fed lens is as follows:

6/30/05   Fabricate and characterized 0.75 meter space fed lens

7/1/05 – 9/30/05   Integrate system with 4 space fed lens and perform same test with SAC-C

Georgia Tech has circulated a draft press release on the successes so far in prototyping this new antenna technology and the future implications.  That press release was circulated for comment around GSFC and would hopefully go out next week.

Onboard and Ground-based Compression of Hyperspectral Data (unfunded & in definition)

There is interest in the Flora group that is going to propose for the ESSP AO.  It appears that compression will be needed.

Precision Attitude Control Using the Three Axis Magnetometer (TAM) (unfunded and in definition) 
Nothing new to report

Livingstone Onboard Model Based Diagnostic Tools 

Since ASE and Livingstone are running together now, most of the reports on this effort will appear in the ASE section.

GPM Enhance Formation Flying Experiment

The experiment was run unsuccessfully in the November timeframe.

Ground:

See Sensorweb and ASE technology discussions above.
Ground and Space Network:


Wallops Ground Station (WGS), Wallops Island, VA, USA 

There are no major problems to report.  


DataLynx Ground Station (PF1), Poker Flat, AK, USA

There are no major problems to report.  


Alaska Ground Station (AGS), Poker Flat, AK, USA 

AGS had a tracking data anomaly that caused static Doppler data on Days 87 and 88.  See DR #1077.


Svalbard Ground Station (SGS), Longyearbyen, Norway

SGS went "Red" starting on Day 94 at 23:46z due to mechanical problems.  This caused EO-1 to miss 2 consecutive SGS passes on Day 95 at 07:18z and 10:34z resulting in loss of both 3 science images and about 2 orbits of engineering data.  Future activities are being planned without SGS since their return to operations date is unknown.  See DR #1078.


Tracking and Data Relay Satellite System (TDRSS), White Sands, NM, USA



There are no major problems to report.


USGS Multi-Satellite Ground Station (LGS), Sioux Falls, SD, USA

LGS will be added back into the schedule next week. 


Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia



HGS will be added back into the schedule next week.


Cordoba Ground Station (CGS), Cordoba, Argentina

2 X-Band downlink test passes were performed this week.  The plan is to do one pass per week for the next several weeks.
Upcoming Events:

· HSI solar calibration on 4/10/2005 (05-100).
· Formation Flying orbit maintenance maneuver on 4/13/2005 (05-103).
Imagery Status:

Scenes and Engineering Cals Planned for week of April 1-April 7, 2005           84
# of scenes recovered for week of April 1-April 7, 2005                                     81
Total scenes and engineering calibrations planned for entire mission    approx 21,100

Processed and shipped to date. 2369 DCE’s on 129 tapes sets (as of 1/11/02) from Goddard and 6788 DCE’s on 146 tapes from EDC (as of 5/8/03).  Processing began at EDC January 2002.  

This number includes 25 DCE’s that were reprocessed.  Note that tape 72 contained 24 scenes that had uncorrectable EDAC errors caused by the WARP hang June 2001.

TRW has processed 777 Goddard Hyperion DCE’s to level 1 of 777 requested as of 3/22/02 while L0 at Goddard.

GSFC/TRW has processed 12 Expedited DCE’s including the test run as of 1/4/01

EDC Scenes:  ALI scenes processed to Level 0        -   21,272 (as of April 7, 2005)

                        Hyperion scenes processed to Level 0 -  21,026
                        ALI scenes processed to Level 1          - 21,272
                        Hyperion scenes processed to Level 1B  - TBS 

Paper and Presentation Status(as of 03-04-05):

311 papers written 

231 external presentations

 33  articles and press releases
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