DRAFT_2
EO-1 Weekly Status Week of September 05, 2012– September 11, 2012
Day of Year 249 - 255
Mission Day 4367 – 4373
Earth Observing One (EO-1) - General
Instruments

· Scheduled 114 science Data Collection Events (DCEs) this week 

· Received all images

· Performed instrument decontamination cycles

· Conducted HSI deicing from 254/00:25z to 254/15:15z

· Conducted ALI outgassing from 254/00:35z to 254/15:25z

· Performed Instrument calibration

· Solar Array Characterization at 254/10:54z

· HSI solar calibration 254/20:47z 

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Looking into some coordinates of scheduled scenes that weren’t taken properly

· The instrument covers opened fine, and EO-1 was in image mode during scene capture

· The third X-Band test with TrollSat had the correct station identifier and X-band signal was seen at the station

· The S-band went fine and the telemetry confirms that we were pointing the X-Band at TR2. 

· The data was not interpretable by the EDOS box, investigation into why this happened is occurring

· Creating scripts to ease operations and reduce possibilities for errors

· Scripts to switch from Primary ASIST or FEDS to a backup have been created and tested.

· Implemented the monthly cleanup script and pushed it to all ASIST systems.

· Set up to automatically run on our Primary and Backup 1-3 ASIST machines

· Finished updating the RTS / TSM binder to show the most recent onboard RTS and TSMs.

· Making an electronic format of the binder for easier access

Mission Planning

· Preparing for Nominal and slow scan lunar calibrations in 2 weeks

· Looking into a possible TR code certification test with Wallops Ground Station

· Working with White Sands and the TR2 personnel to schedule some TR2 X-Band Engineering Passes

· Working with JPL to configure Lunar Calibration sequences 

· Rewriting some SOPs for mission planning

Flight Dynamics

· Preparing for the Nominal and slow scan lunar calibrations in 2 weeks

· Verifying the addition of TR2 to our X-Band check in our FD products

· They are being created and ingested without error

· Working with ASPEN technicians to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

· Rewriting some SOPs for flight dynamics

Central File Hub

· Phase 1 (duplicate current process) and Phase 2 (streamline the process) are being designed.

· Researching all files (FD, MP, and Realtime) that come into the MOC (aside from S/X- band and Image data) to determine where the files originate and where they need to go (now and in Phase 2)
· All below tests are being tested from inside the MOC only, we move the file to the location outside sources would deliver it to test
· Realtime

· Phase 1 script for incoming data has been created and tested

· Phase 2 script for incoming data has been designed

· Phase 1 script for migrating the data to the current Primary ASIST system has been created

· Phase 2 script for migrating the data to ALL ASIST systems has been designed

· Mission Planning

· Phase 1 script for incoming data has been created and tested

· Phase 2 script for incoming data has been designed

· Phase 1 script for migrating the data to the primary Mission Planning system has been created and tested

· Phase 2 script for migrating the data to ALL Mission Planning systems has been designed

· Flight Dynamics

· Phase 1 script for incoming data has been created and tested

· Phase 2 will be exactly the same

· Phase 1 script for migrating the data to the ALL Flight Dynamics system has been created and tested

· Phase 2 will be exactly the same

System Administration

· Completed troubleshooting failed IIRV file deliveries to the wotis scheduling server. After manually logging into the server we noticed the destination directory was not present. Reported our findings to the SA at White Sands. They determined that a permissions problem was caused by a configuration error after an OS update. File delivery has been nominal since they corrected the configuration issue. 

· Continued working with FOT Lead on the central file server project.

· Completed scripts to move and consolidate the mission planning, flight dynamics, and realtime files into the appropriate directories on the server. Both the phase 1 and phase 2 scripts were completed and tested successfully.

· Creating scripts to migrate/deliver the mission planning files from the central file server to the ASPEN computers. Testing has begun on both the phase 1 and phase 2 versions of this script.

· Updated logic in automated system backup scripts. The backup_manager.pl script now updates the list of remaining systems in the checklist file after each backup instead of just once when the script finishes, ensuring systems are not backed up multiple times.

· Talking with JPL personnel about creating a backup ASPEN computer. Currently collecting information and defining the process needed to mimic the primary’s functionality on another computer.

· Completed monthly POAM review for August and sent it to the IT security personnel. The patching recommendation document and power point presentation were completed.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

· Delivered Aug monthly tape to MSL.

GROUND AND SPACE NETWORK

Station Downtimes 


· SGS has had an equipment malfunction and latest indication is that it will be back up August 2012

· HGS is down, unknown time to be back up

Operational Discrepancies

· None

Number of Real-Time Supports


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

5-Sep-12 249 4 4 0 0 8

6-Sep-12 250 6 2 1 0 9

7-Sep-12 251 6 4 1 0 11

8-Sep-12 252 5 3 0 0 8

9-Sep-12 253 4 4 1 0 9

10-Sep-12 254 1 6 0 0 7

11-Sep-12 255 8 4 1 0 13

34 27 4 0 65 Weekly Totals


UPCOMING EVENTS

· Slowing scan of HSI Only Lunar Calibration

· Redesign of nominal Lunar Calibration

· TR2 X-Band pass testing

· Implementation of Phase 1 central file hub

The total number of ALI scenes in the level-0 archive: 64307 
The total number of HYP scenes in the level-0 archive: 64054

The number of ALI level-0 scenes ingested in the past 7 days is 130 
The number of HYP level-0 scenes ingested in the past 7 days is 131
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		5-Sep-12		249		4		4		0		0		8

		6-Sep-12		250		6		2		1		0		9

		7-Sep-12		251		6		4		1		0		11

		8-Sep-12		252		5		3		0		0		8

		9-Sep-12		253		4		4		1		0		9

		10-Sep-12		254		1		6		0		0		7

		11-Sep-12		255		8		4		1		0		13

		Weekly Totals				34		27		4		0		65
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