DRAFT_2
EO-1 Weekly Status Week of October 17, 2012– October 23, 2012
Day of Year 291 - 297
Mission Day 4409 – 4415
Earth Observing One (EO-1) - General
Instruments

· Scheduled 103 science Data Collection Events (DCEs) this week 

· Received all images

· Performed instrument decontamination cycles

· Conducted HSI deicing from 296/00:25z to 296/15:15z

· Conducted ALI outgassing from 296/00:35z to 296/15:25z

· Performed Instrument calibration

· Solar Array Characterization at 296/09:23z

· HSI solar calibration 296/20:53z 

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health

· Scheduled TR2 X-band test on DOY 291semi-success

· TR2 did not schedule the PTP for the pass in their automation at the time of the pass, it was turned on for the last 3 minutes 

· The signal tracked and the X-band data looked nominal, but no telemetry was passed through for the first part of the pass

· The data was not transferred on the high speed (50 MBPS line) for the first chunk of the data until we asked about it and then they moved it to the fast line

· Investigating low bus voltage trips during night time X-band passes with WPS

· Bus Voltages 1, 2,3,4 reach the yellow during the X-Band pass with WPS

· Pages are received during the X-band support with WPS during night

· Looking at possible FDCs associated with the Bus Voltages and other voltage related mnemonics 

· Investigating the X-band Phased Array Antenna +5V #1 current monitor mnemonic

· Looking at possible FDCs that are associated with the X-Band phased array antenna current

· Creating scripts to ease operations and reduce possibilities for errors

· Scripts to switch from Primary ASIST or FEDS to a backup have been created and tested.

· Adjusting scripts to fit with Central File Hub.

· Creating an electronic and description for the RTS / TSM binder to show the most recent onboard RTSs.

Mission Planning

· Creating Lunar Calibration for next week

· Working with White Sands to configure SG1 testing in the near future

· Testing should begin in the next week or 2

· Completing MP backup system tasks in parallel with primary MP systems

· Generated and tested various S/X-Band UDAPs on the backup ASPEN systems

· The only differences are time of UDAP generation, everything else is exactly the same

· Generated and tested various S/X-Band ATS loads using UDAPs from the ASPEN systems

· The only difference are time of ATS generation, everything else is exactly the same 

· Created and tested TDRS UDAPs and ATSs on the backup ASPEN and SCP systems

· Created and tested Lunar Calibration UDAPs and ATSs on the backup ASPEN and SCP systems

· Modifying a configuration and test plan for the backup mission planning system

· Verified all the RTSs necessary for TR code certification test with Wallops Ground Station

· Working with White Sands and the TR2 personnel to schedule some TR2 X-Band Engineering Passes

          Working with JPL to configure Lunar Calibration sequences
Flight Dynamics

· Creating Lunar Calibration for next week

· Checked the time for the next Lunar Calibrations, two lunar calibrations will be performed as follows:

· 1/5 scan rate HSI only SCAN

· Nominal Lunar Calibration consisting of 4 scans

· 5th scan was performed by the AC instrument, that data is no longer needed 

· Generated AzEl reports for the upcoming X-Band tests with TR2 on DOY 291

· Working with ASPEN technicians to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

Central File Hub

· Phase 1 (duplicate current process) and Phase 2 (streamline the process) are being designed.

· Researching all files (FD, MP, and Realtime) that come into the MOC (aside from S/X- band and Image data) to determine where the files originate and where they need to go (now and in Phase 2)
· All below tests are being tested from inside the MOC only, we move the file to the location outside sources would deliver it to test
· Added a primary hub check to migrate scripts to ensure only the primary hub migrates the files
· Added a script to determine the primary hub upon startup
· File Cleanup

· A script that checks for any files left in the /home/ directories for more than 1 day and then emails the FOT has been created and tested.

· A script that checks for files that have already been migrated from the Central File Hub over 30 days ago and delete them has been created and tested.

· A script that determines if the primary hub has been offline for more than 30 minutes has been created and tested. This will be used as a failover eventually

· A script that is used to “sync” the primary and backup file hubs has been created and tested.

· This script will move files from the incoming folders to the incoming/migrated/ folders if they were migrated on the other file hub. 

· If the system has become primary, it will also grab any file in the various /home/ directories of the other hub to ensure the most up to date files.

· Realtime

· Phase 1 script for incoming and migrating data to Primary ASIST have been created and tested

· Phase 2 script for incoming and migrating data to ALL ASIST systems have been created

· Mission Planning

· Phase 1 script for incoming and migrating the data to the primary Mission Planning system has been created and tested 

· Phase 2 script for incoming and migrating the data to ALL MP systems has been created

· Flight Dynamics

· Phase 1 script for incoming and migrating the data to the ALL Flight Dynamics system has been created and tested

· Phase 2 will be exactly the same

System Administration

· Continued working with FOT Lead on the central file server project.

· Created a script that grabs the primary.hub file from the other filer server and uses it to determine which system should be primary. If unable to communicate with the other server, the current file server assumes primary role.

· Added this script to the rc.local file so it is run each time the system boots.

· The script was not running during boot time originally. After troubleshooting it was determined that the permissions on the rc.local file needed to be updated so owner had execute privileges. The CIS Benchmarks for RHEL5 made it too restrictive.

· Completed adding improvements to the backup tape creation script. The script now writes all data to the tape at the same time instead of doing one file at a time via a loop. The output of the tar command is now captured and sent via email as a notification.

· Assisted FOT in troubleshooting multiple issues by reviewing firewall and system logs.

· Did not see any S-band data during a TR2 test pass. Firewall logs confirm that connections from TR2 were never attempted. The TR2 personnel stated that their PTP was not scheduled automatically. Their manual connections worked fine.

· EO-1 Tech Engineer noticed that JPL was not pulling the processed image data like they normally do. No connections had been received from JPL for a few days. JPL personnel corrected the issue on their end and are currently catching up on the image data transfers.

· Completed updates to the “Asset Import Table EO-1” spreadsheet and sent it to IT security personnel to be uploaded as part of the manual inventory process for the Flight Software Lab computers.

· Updated the “EO-1 IT Security Controls Equip List” spreadsheet to remove an offline system in the Flight Software Lab that was recently excessed. This spreadsheet was sent to IT security personnel and requested an updated network diagram.

· Completed routine password changes for the root/admin and non-privileged sys admin accounts on the IONet, Flight Software Lab, and CNE computers.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 


· SGS has had an equipment malfunction and latest indication is that the new antenna will be ready for testing sometime soon under the designation SG1

· HGS is down for at least the next 8 months

Operational Discrepancies

· None

Number of Real-Time Supports


[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

17-Oct-12 291 6 4 0 0 10

18-Oct-12 292 5 5 1 0 11

19-Oct-12 293 5 4 0 0 9

20-Oct-12 294 6 3 0 0 9

21-Oct-12 295 4 5 1 0 10

22-Oct-12 296 1 9 1 0 11

23-Oct-12 297 5 5 0 0 10

32 35 3 0 70 Weekly Totals


UPCOMING EVENTS

· Lunar Calibrations on 10/30/12

· TR2 X-Band pass testing 

· Implementation of Phase 1 central file hub

The total number of ALI scenes in the level-0 archive: 65008 
The total number of HYP scenes in the level-0 archive: 64756

The number of ALI level-0 scenes ingested in the past 7 days is 109 
The number of HYP level-0 scenes ingested in the past 7 days is 110
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		17-Oct-12		291		6		4		0		0		10

		18-Oct-12		292		5		5		1		0		11

		19-Oct-12		293		5		4		0		0		9

		20-Oct-12		294		6		3		0		0		9

		21-Oct-12		295		4		5		1		0		10

		22-Oct-12		296		1		9		1		0		11

		23-Oct-12		297		5		5		0		0		10

		Weekly Totals				32		35		3		0		70
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