

EO-1 Weekly Report


	Earth Observing – 1

	July 18, 2012 – July 24, 2012

	DOY
	200
	–
	206

	Mission Day
	4318
	–
	4324


EO-1 SPACECRAFT

Instruments

· Scheduled 136 science Data Collection Events (DCEs) this week 

· Received all images
· Performed Instrument calibration

· Ali Internal Cal 1 @ 205/00:29z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintaining nominal spacecraft state of health
· Monitoring Spacecraft Time after adding the Leap Second on July 1st 2012 at 00:00z
· Waiting on update of  EOP file to reverse the future leap second switch we added earlier this year

· Creating scripts to ease operations and reduce possibilities for errors

· Created scripts to clean up log files and directories.

· Creating a monthly cleanup script that will call the individual cleanup scripts

· Creating scripts to transfer primary ASIST T&C and update the central file hub that we are building.

· Adding functionality to prepare the target ASIST system for primary use automatically

· Researching all files received on ASIST systems to see if they can all be sent to the central file hub and then transferred all Realtime systems
· X-Band tests with TrollSat are on hold until the station is ready
Mission Planning
· Working on the HSI only Lunar Calibration on DOY 215

· Working with White Sands and the TR2 personnel to schedule some TR2 S-Band Engineering Passes

· Working with JPL to configure Lunar Calibration sequences 
· Looking over the UDAP file provided by JPL for the single scan (HIS, ALI, BOTH) to determine if all necessary commands are there and the timing is accurate

· Ability to do multiple Hyperion scenes in one lunar cal needs multiple base file ID numbers
· Researching updates on MP files to determine if they can be gathered on the central file hub and then transferred to both MP systems
· Rewriting some SOPs for mission planning
Flight Dynamics
· Working on the HSI only Lunar Calibration on DOY 215

· Played back actual spacecraft quaternion and position data to view on STK

· Checking the EOP file for the leap second update 

· Freeflyer leap second being checked for accuracy

· Freeflyer is accurately reporting the leap second

· Working with ASPEN technicians to rebuild lunar calibration

· Experimenting with various lunar calibration timings and instrument configuration

· Researching updates to FD files to determine if they can be gathered on the central file hub and then transferred to both FD systems
· Checking TR2 masking file for elevation angle for EO-1 passes from 20:00z-22:00z

· Made adjustments with the view file and scheduling where if there is a keyhole (like the time frame above) they will only schedule the larger segment if it has a duration within parameters for an EO-1pass
· This constraint will prevent the loss of lock and subsequent commanding loss for the pass

· Rewriting some SOPs for flight dynamics
System Administration

· Completed Data at Rest (DAR) implementation on CNE systems.

· Completed installation of Symantec PGP Encryption on final EO-1 CNE system. Multiple chkdsk scans, file backup, and system image completed before installation.

· Responded to IT Security Team’s data request regarding DAR encryption.

· Completed hard drive replacement and memory upgrade on an EO-1 CNE computer.

· Created an image of the noisy drive and restored it on a new drive. Used tools to expand the size of the C partition to use the additional space of the new drive. Ran chkdsk, disk defragmenter, and disk cleanup.

· Upgraded the amount of memory from 512 mb to 1 GB.

· Created a script to purge backups that are more than a year old from the EO-1 backup server. Created a new naming convention for the monthly backup directories. The script will be added to the crontab to automate the backup purges monthly.

· Working with FOT lead to document data flows and anticipated functionality of the EO-1 file server before scripting begins.

· Provided response to data call regarding the expedited MS12-043 Windows patch. This patch was previously applied to all EO-1 CNE and OIONet computers during the patching cycle.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that it will be back up August 2012
· HGS is down, unknown time to be back up

Operational Discrepancies

· TrollSat passes have been having an issue where the ground station would connect multiple time (the FEDS system would only allow 32 connections and then be unable to process more)
· These connections would stay in the system until the IONet timeout of ~105 minutes, causing any passes within that time to fail as well.

· TrollSat has confirmed that these issues are only occurring while the backup line is used at TrollSat

· They are looking into the reason for it

Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

18-Jul-12 200 6 3 0 0 9

19-Jul-12 201 7 3 1 0 11

20-Jul-12 202 4 6 1 0 11

21-Jul-12 203 6 3 0 0 9

22-Jul-12 204 5 5 1 0 11

23-Jul-12 205 5 3 0 0 8

24-Jul-12 206 4 4 1 0 9

37 27 4 0 68 Weekly Totals


UPCOMING EVENTS

· Redesign of nominal Lunar Calibration
· Single, slow, Hyperion lunar image

· TR2 X-Band pass testing, s-band troubleshooting
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		18-Jul-12		200		6		3		0		0		9

		19-Jul-12		201		7		3		1		0		11

		20-Jul-12		202		4		6		1		0		11

		21-Jul-12		203		6		3		0		0		9

		22-Jul-12		204		5		5		1		0		11

		23-Jul-12		205		5		3		0		0		8

		24-Jul-12		206		4		4		1		0		9

		Weekly Totals				37		27		4		0		68
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