

EO-1 Weekly Report


	Earth Observing – 1

	April 11, 2012 – April 17, 2012

	DOY
	102
	–
	108

	Mission Day
	4220
	–
	4226


EO-1 SPACECRAFT

Instruments

· Scheduled 0 science Data Collection Events (DCEs) this week 

· Scheduled 2 instrument validation images to look at scenes after the instruments were powered back on. The images appear good and an ALI outgassing and Hyperion de-icing are scheduled for Thursday, day 110.
EO-1 MISSION OPERATIONS CENTER

Real-Time

· The current state of EO-1 is that we are in ACS control, nadir pointing, all instruments that are supposed to be on are on, and the ASE code for normal operations is being reloaded onboard the WARP (this process takes 5-7 days of normal passes to upload). If the uploads go smoothly we will be returning to operations on day 112 at 00:00:00z.
· The following recovery steps/procedures have been run so far:

· Day 103

· acs_sh_exit (Moved from ACE Safehold to ACS Sun Acquisition)

· acs_ephem_update (Ephem made yesterday was uploaded to ACS) 

· epvtswitch (Changed VT level to 4.5) 
· acs_iru_htrson (IRU heaters turned on and temperature started increasing)
· acs_ast_pwron (AST was turned on, acquired and received full field track)
· gps_pwron_flt (GPS turned on, flight configuration enabled and has seen some GPS satellites)

· acs_kf_init (initialize the kalman filter, the filter initialized successfully)

· acs_kf_conv (verify kalman filter convergence) 
· gps_set_eop (Earth Orientation Paramter update for GPS, this proc completed sucessfully)

· acs_kf_conv (verify kalman filter convergence)
· tc_gps_time_ena (enables GPS time from GPS satellites, this procedure completed successfully)
· rcs_config (open up latch valve, and power on pressure sensor. The procedure successfully completed)

· Day 104

· acs_earthacq (to move from sun acquisition to earth acquisition 
· acs_kf_conv (verify kalman filter convergence)
· acs_gps_enable

· acs_gps_update

· Day 107

· w_off_to_so (Turn on the WARP and transition to standard operations mode)

· xband_rsn_on (Turn on the X-Band RSN to be ready for X-Band downlinks)

· ali_pwron (Turn on the ALI Instrument)

· Hyperion Power on Sequence

· During the anomaly when the load shed had occurred RTS 28 ran which turns the Hyperion instrument off. After completion of the RTS the Hyperion showed power off as we expected but then the next data point showed it powered back on.

· At this point we re-ran RTS 28 and it showed completed but we did not see the instrument power off

· Then we ran hyp_pwroff (the procedure used to power off Hyperion for the PPT tests) and saw the Hyperion power off and then back on.

· We traced this power-on back to the PSE OM2 where we saw the bit set for Hyperion to always stay on via FDC (the same as the emergency heaters)

· This bit was set that way after another SEU hit to the SSPC back on January 30, 2009 where the Hyperion was turned off. During the recovery from that anomaly the bit was disabled (it had always been disabled for the life of the mission) then Hyperion was powered off, then powered back on, then the bit was enabled. This is the first time Hyperion was turned off since that bit was enabled.

· Then we powered Hyperion on with hyp_pwron

· The WARP memory location of the ASE code was checked and it had been zeroed out as expected so the upload procs for the code were put into the proc queue

· Day 108

· The command was issued to disable the Hyperion always on PSE OM2 FDC and verified that the other bits that are enabled are all the emergency functions

· RTS 179 was run to turn the Hyperion CryoCooler on in preparation for the image test.

· The ATS load containing the images and X-Band dumps was uploaded.
· The Earth Observing-1 (EO-1) satellite experienced an unexpected low battery state of charge (SOC) reading starting at about 8:53PM Friday evening April 6, 2012.  By 9:33PM, the spacecraft had entered Sun Acquisition mode under Failure Detection and Correction control due to low battery voltage.  All un-necessary loads were turned OFF, including the instruments and science data recorder.  
· A consensus was reached that the spacecraft anomaly was caused by the SEU turning the solar array drive motor off.  We believe that this power off occurred at around 097/22:31z (Friday night at around 6:30 EST) and when the drive powered off the solar array stayed at -48 degrees. About 3 minutes later the estimated solar array position passed the 10 degree difference from where the solar array stopped moving and tripped FDC 88. The solar array would have moved about 90 degrees in 25 minutes with corresponds with the PSERSN determining there is "s/c night" due to no light being on the array. The following orbit the solar array lost light at around the same point agreeing with this assumption. With the solar array only getting light for the first 46 minutes of the pass we were becoming power negative over the whole orbit which eventually tripped the TSM 60 lower limit at around 098/01:25z. This is what started the RTS that put the spacecraft in safehold.
· Having an SEU turn a system off in the PSE has happened before a few times on EO-1 and other missions with the same hardware. In these cases the power mnemonic would read as powered on (the last command it had received) but actually be powered off.
· Spacecraft telemetry was analyzed and according to the total current from Output Module 2 and the temperature of the SADE it seemed as if they were powered off. During the TDRS pass we ran the procedure to turn off power to the SADE and saw that the total current did not go down. This seemed to confirm that the SADE was actually powered off. Once it was powered off a TSM ran that saw the SADE was off and turned it back on. At this point the power mnemonic said that the SADE was on and the total current for OM2 increased as we were expecting to see. After this point we started a proc that told the ACE to index the solar array to 0 degrees. At that point the solar panel immediately started moving and stopped at around -5 degrees (the solar array index has a 5 degree tolerance on where it stops moving) which was what we expected. 
Mission Planning
· Created an ATS load on SCP that contained 2 images from an ASPEN produced (at JPL) UDAP file. Both images were taken and down-linked nominally.

· Created the necessary spacecraft ATS loads for supports during spacecraft anomaly, and recovery
· Scheduled TDRS blind acquisitions during spacecraft anomaly

· Scheduling TDRS blind acquisitions as necessary during recovery 

Flight Dynamics
· Checking for location on orbit of the SEU hit and correlating it with previous SEU hits

· Running flight dynamics in parallel on Sataler2 and Waldorf2 to check for discrepancies 

System Administration
· Corrected an issue with the 3rd string ASIST T&C system having stale data on the GUI pages. This occurred when the primary computer froze recently (the 3rd string computer is NFS mounted to the primary computer’s ASIST directories). Restarting of ASIST and the system corrected this issue.

· Continued work on the creation of an EO-1 central file server.

· Created user accounts for the entities that will be sending files to this system (ground stations, JPL, and White Sands Scheduling). Configured certificate based SSH between a FOT account and the accounts mentioned above for automation purposes.

· Created an image of the computer that has been worked on so far and restored the image to a 2nd computer to be used as a backup. Changed backup system’s IP and hostname to be unique.

· Began filling out documentation/paperwork required for IONet scanning and the approval to be connected to the network.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that it will be back up next August
· SG1/22 has a communication line problem, workaround is in place, fix timing unknown
· HGS is down, unknown time to be back up

Operational Discrepancies

· The WARP had lost all data during the power off. After the WARP was turned back on we scheduled and down-linked 2 images that both appeared normal.
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

11-Apr-12 102 0 9 0 2 11

12-Apr-12 103 0 9 0 4 13

13-Apr-12 104 0 11 0 2 13

14-Apr-12 105 0 9 0 0 9

15-Apr-12 106 0 8 0 0 8

16-Apr-12 107 0 10 0 2 12

17-Apr-12 108 0 10 0 1 11

0 66 0 11 77 Weekly Totals


UPCOMING EVENTS

· Downlink of 2 test images on successive x-bands on day 109 (images down-linked and look good)

· Finishing Upload of CASPER code, unzip and jump to CASPER code
· Outgassing / De-icing on day 110
· Redesign of Lunar Calibration
· TSM update onboard spacecraft
· TR2 X-Band pass testing
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		11-Apr-12		102		0		9		0		2		11

		12-Apr-12		103		0		9		0		4		13

		13-Apr-12		104		0		11		0		2		13

		14-Apr-12		105		0		9		0		0		9

		15-Apr-12		106		0		8		0		0		8

		16-Apr-12		107		0		10		0		2		12

		17-Apr-12		108		0		10		0		1		11

		Weekly Totals				0		66		0		11		77
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