

EO-1 Weekly Report


	Earth Observing – 1

	April 4, 2012 – April 10, 2012

	DOY
	095
	–
	101

	Mission Day
	4213
	–
	4219


EO-1 SPACECRAFT

Instruments

· Scheduled 114 science Data Collection Events (DCEs) this week 

· Possibly may have lost the 4 images from 97/20:30-98/00:10z refer to the operational discrepancies section below for further details
· Did not take 51 images due to Spacecraft Anomaly refer to the Real-Time section for further detail
· No out-gassing/deicing was performed from DOY 95-101 due to Spacecraft Anomaly refer to the Real-Time section for further detail

EO-1 MISSION OPERATIONS CENTER

Real-Time

· The Earth Observing-1 (EO-1) satellite experienced an unexpected low battery state of charge (SOC) reading starting at about 8:53PM Friday evening April 6, 2012.  By 9:33PM, the spacecraft had entered Sun Acquisition mode under Failure Detection and Correction control due to low battery voltage.  All un-necessary loads were turned OFF, including the instruments and science data recorder.  
· A consensus was reached that the spacecraft anomaly was caused by the SEU turning the solar array drive motor off.  We believe that this power off occurred at around 097/22:31z (Friday night at around 6:30 EST) and when the drive powered off the solar array stayed at -48 degrees. About 3 minutes later the estimated solar array position passed the 10 degree difference from where the solar array stopped moving and tripped FDC 88. The solar array would have moved about 90 degrees in 25 minutes with corresponds with the PSERSN determining there is "s/c night" due to no light being on the array. The following orbit the solar array lost light at around the same point agreeing with this assumption. With the solar array only getting light for the first 46 minutes of the pass we were becoming power negative over the whole orbit which eventually tripped the TSM 60 lower limit at around 098/01:25z. This is what started the RTS that put the spacecraft in safehold.
· Having an SEU turn a system off in the PSE has happened before a few times on EO-1 and other missions with the same hardware. In these cases the power mnemonic would read as powered on (the last command it had received) but actually be powered off.
· Spacecraft telemetry was analyzed and according to the total current from Output Module 2 and the temperature of the SADE it seemed as if they were powered off. During the TDRS pass we ran the procedure to turn off power to the SADE and saw that the total current did not go down. This seemed to confirm that the SADE was actually powered off. Once it was powered off a TSM ran that saw the SADE was off and turned it back on. At this point the power mnemonic said that the SADE was on and the total current for OM2 increased as we were expecting to see. After this point we started a proc that told the ACE to index the solar array to 0 degrees. At that point the solar panel immediately started moving and stopped at around -5 degrees (the solar array index has a 5 degree tolerance on where it stops moving) which was what we expected. 
· The following recovery steps/procedures have been run so far:

· WGS at 103/14:48z – ran: acs_sh_exit (Moved from ACE Safehold to ACS Sun Acquisition)

· MG1 at 103/15:23z - ran: acs_ephem_update (Ephem made yesterday was uploaded to ACS) 

· TDRS 171 at 103/15:43z – ran: epvtswitch (Changed VT level to 4.5) 

· TDRS 275 at 103/16:00z – ran: acs_iru_htrson (IRU heaters turned on and temperature started increasing), acs_ast_pwron (AST was turned on, acquired and received full field track), gps_pwron_flt (GPS turned on, flight configuration enabled and has seen some GPS satellites)
· SGS at 103/17:47-18:01z – ran: acs_kf_init (initialize the kalman filter, the filter initialized successfully), acs_kf_conv (verify kalman filter convergence), gps_set_eop (Earth Orientation Paramter update for GPS, this proc completed sucessfully)

· TDRS East (TDE) at 103/18:15-18:55z – ran: acs_kf_conv (verify kalman filter convergence), tc_gps_time_ena (enables GPS time from GPS satellites, this procedure completed successfully), rcs_config (open up latch valve, and power on pressure sensor. The procedure successfully completed)

· MGS at 104/12:46-12:59z – ran: acs_earthacq (to move from sun acquisition to earth acquisition 
· TDRS 171 at 104/13:14-13:44z – ran: acs_kf_conv (verify kalman filter convergence), acs_gps_enable, and acs_gps_update

· A process to start powering on the WARP, X-Band Phased Array Antenna, ALI, and Hyperion will begin on DOY 107. 
· Lunar Calibration was not performed on DOY 98 due to the EO-1 anomaly 

· Scheduled a TDRS pass on DOY 97 to change VT level to 4.5

· VT level will be changed back to 4.0 after the Lunar Calibration

Mission Planning
· Created the necessary spacecraft ATS loads for supports during spacecraft anomaly, and recovery
· Scheduled TDRS blind acquisitions during spacecraft anomaly

· Scheduling TDRS blind acquisitions as necessary during recovery 

· Created a lunar calibration ATS load for DOY 98

Flight Dynamics
· Created necessary lunar calibration products for DOY 98
· Running flight dynamics in parallel on Sataler2 and Waldorf2 to check for discrepancies 

· Testing the dual 3-scan lunar calibration

System Administration
· Troubleshooting issue where the primary ASIST T&C computer froze.

· The caps lock and scroll lock LEDS were flashing. Research shows this usually indicates a memory issue.

· Powered off and then booted successfully. A few orphaned files/inodes were recovered. Performed a clean reboot with the forcefsck flag set to check the file systems.

· Log files show errors around the time of the freeze. These kernel errors indicate the the freshclam (antivirus update) was running. Since all ASIST systems have the same kernel version and freshclam script (which completed successfully), the current belief is that the errors are a symptom of the system’s degraded state rather than its cause.

· The system is currently operating nominally and taking passes as primary. Systems are currently being used to troubleshoot the EO-1 safe hold anomaly, but will continue researching this issue as time allows.

· Continued work on the creation of an EO-1 central file server.

· Completed initial implementation of CIS Benchmarks settings and documented them in a spreadsheet.

· Configured sendmail’s SMTP setting to send outgoing mail through the Open IONet mail server.

· Continued supporting upcoming IP address changes in EDOS.

· Added new IPs to the hosts.allow file on both Data Processing System computers.

· EDOS reported successful connectivity test to our DPS system. Certificate based SSH will need to be configured once public keys are provided by EDOS personnel.

· Located and recovered an ASIST proc that was needed by the FOT from an archive of the old primary ASIST computer.

· Updated DNS settings on 1 additional operational computer. Any references to CNE DNS servers and search paths were removed.

· Completed applying the April 2012 updates/patches on the 6 EO-1 CNE computers. The patches included Adobe Reader and Microsoft products.

· Completed purging of system backups to increase disk space on the backup server. Backups older than one year were deleted.

· Reported March POAM status update to IT Security team.

· Created backups for the ASIST computers, flight dynamics computers, ASPEN computers, countdown clock, data processing computers, FEDS computers, firewall, trending system, and MOC CNE computer.

· Created weekly tape.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that it will be back up next August
· SG1/22 has a communication line problem, workaround is in place, fix timing unknown
· HGS is down, unknown time to be back up

Operational Discrepancies

· WARP turned off on 098/01:23:38z, so after powering on the WARP, the FOT will schedule an X-Band downlink to see if there are any files present on the WARP. 
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

4-Apr-12 95 6 3 1 0 10

5-Apr-12 96 5 4 1 0 10

6-Apr-12 97 5 3 1 1 10

7-Apr-12 98 5 4 0 3 12

8-Apr-12 99 4 6 1 0 11

9-Apr-12 100 1 8 0 1 10

10-Apr-12 101 7 2 0 2 11

33 30 4 7 74 Weekly Totals


UPCOMING EVENTS

· Turning on the WARP, X-Band Phased Array Antenna, ALI, and Hyperion will begin on DOY 107. 
· Redesign of Lunar Calibration
· TSM update onboard spacecraft
· TR2 X-Band pass testing
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		4-Apr-12		95		6		3		1		0		10

		5-Apr-12		96		5		4		1		0		10

		6-Apr-12		97		5		3		1		1		10

		7-Apr-12		98		5		4		0		3		12

		8-Apr-12		99		4		6		1		0		11

		9-Apr-12		100		1		8		0		1		10

		10-Apr-12		101		7		2		0		2		11

		Weekly Totals				33		30		4		7		74





Sheet2

		





Sheet3

		






