DRAFT_2
EO-1 Weekly Status Week of May 26–June 1, 2011
Day of Year 146 - 152
Mission Day 3849 – 3855
Earth Observing One (EO-1) - General
Scheduled 162 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed Instrument calibration

· ALI Internal Calibration Type 2 was performed May 30 at 00:29z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
Recent activities by the GSFC SensorWeb team, supporting satellite disaster monitoring efforts, are as follows:

· Will be hosting the CEOS disaster team on June 14-15 at the GSFC Visitor Center.
· Prepared updates to the GEO 2012-2015 work plan in disasters area portion of the GEO work plan to ensure that the Pilot activities remain viable.

· Developed a Caribbean satellite disaster Pilot work plan to align Pilot activities with the GEO work plan approach.
Dan Mandl attended a Tactical Fire Remote Sensing Advisory Committee (TFRSAC) meeting in Albuquerque, NM on May 24.   Purpose of attending meeting was to try to solicit ideas from the fire community on their needs with regards to SensorWeb capabilities.  Dan’s goal is to submit a proposal to the NASA ROSES fire call.  He has been working with Everett Hinckley who is the Remote Sensing Program Manager for the U.S. Forest Service.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Setting up engineering passes with MGS and SG-1 to test ground stations after maintenance

· MGS passes are continuing nominally

· Most SGS passes continuing nominally

· One pass at SGS on May 19 kept switching channels causing loss of 4 scenes detailed below

· Built constraints that should prevent this from occurring

· Testing network connectivity for TrollSat station

· Test on May 25 showed successful connectivity between the EO-1 FEDS and the TrollSat station

· Next step of testing is data flow test from TrollSat station to the EO-1 MOC

· After that is scheduling an S-band pass with TrollSat station
Mission Planning

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Beginning the Command Database testing of SCP

· Command Database testing is showing some differences

· Talking with experts on the desired course to take with the differences

· Continued looking at changes that need to be made to accommodate testing of new stations
· TrollSat station ID needs to be placed into FEDS configuration. 

· TrollSat station is in FEDS

Flight Dynamics
· No change from reports the previous two weeks.
MOC Move

· Worked with facilities people on placing consoles and rack locations

· ASPEN and ASIST SCP testing is continuing

· Some network / power has been run to the new location

System Administration
· Completed repairing the backup Linux FEDS computer. This computer would not boot after it was shut down for routine maintenance and to record boot time metrics for the MOC move.

· Originally thought this was memory related but replacing the RAM did not correct this issue.

· Worked with Dell to troubleshoot the issue. Eventually it was determined that the issue was related to the power supply. A Dell technician was dispatched to replace the power supply and internal wiring. Successfully shutdown and booted the machine several times. So far the issue appears resolved but testing continues.

· Completed upgraded the Bios on both Linux FEDS computers. While troubleshooting with Dell it was determined that these systems are running an old Bios version with known issues.

· Completed installation and testing of ClamAV antivirus software on another computer in support of POAM #26.

· Began the periodic reboot of the backup string of operational computers. A chkdsk/fsck is performed on each system during this routine maintenance.

· Continued recording the boot time of the systems during the period reboot process. This information will be used as a metric for the verification of the MOC move.

· Completed root/admin changes on the 5 CNE computers and 2 Flight Software Lab computers that I support.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has returned to normal operations

Operational Discrepancies
· Constraint has been added where each pass must reach a minimum of 15 degrees before start of data acquisition. This seems to have resolved previous issues of losing scenes.
UPCOMING EVENTS

· Next lunar calibration to be mid-June
Imagery Status

Scenes and Engineering Cals planned for week of May 26, 2011-June 1, 2011      162 
Total scenes and engineering calibrations planned for entire mission – approximately 60,555
Total Scenes:  ALI scenes in the Level 0 archive              55,871                (as of June 1, 2011)

                         Hyperion scenes in the Level 0 archive    55,614               
PUBLICATIONS AND PRESENTATIONS STATUS 
430 publications 

295 presentations

53 articles and press releases[image: image1.png]
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