DRAFT_1
EO-1 Weekly Status Week of March 3–March 9, 2011
Day of Year 062 - 068
Mission Day 3765 - 3771
Earth Observing One (EO-1) - General
Scheduled 141 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed Instrument calibration

· Conducted ALI Internal Calibration Type I on  March 7 at 01:19:01z
Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
On Thursday, March 3, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Rob Sohlberg, Steve Chien, Vuong Ly, Justin Rice, Matt Handy, and Joe Young.

Notes from this teleconference are as follows:

1. Reviewed slides for the ESTO/AIST SensorWeb 3G Second Annual Review
ESTO/AIST SensorWeb 3G Second Annual Review was held March 4.  The meeting was chaired by Mike Seablom the new ESTO/AIST manager.  Principal reviewers were Mike Seablom (GSFC), Karen Moe (GSFC) and Samuel Nguyen (Aerospace Corp.).  In general, the review was considered excellent and the EO-1 team was congratulated on the progress status.  The TRL has progressed to Level 5.
Following the presentation, the principal reviewers and other members of the review team gave comments.  The ESTO/AIST 2011 call is out and the EO-1 team plans to respond.  The report for this second annual period is due March 15.
On March 9 there was a meeting with Ames Research Center ER-2 aircraft personnel to plan for installing the HyspIRI IPM on the ER-2 for flights of a new hyperspectral instrument during June-August 2012.  This is the first flight opportunity for the IPM
As part of two CEOS disaster pilots (Caribbean and Namibia), Stu Frye has arranged for 15 RADARSAT-2 images to be taken over northern Namibia for the period March 1 through May 1.  Stu delivered a formal request to the Canadian Space Agency (CSA) for release of the resulting raw data to our SensorWeb team.  Until release of data is approved, CSA has retained value added service from Hatfield Consulting to generate flood mask overlays and change detection products for delivery.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Maintained nominal spacecraft state of health

· Maintaining level 0 data processing and memory handling on data processing computers until our data processing engineer returns

· Looking into the commands / procedures that need to be set up to perform single thruster firing maneuver test to determine if the ACS anomaly during the maneuver was due to a single thruster no longer firing.

· Setting up engineering passes with MGS and SG-1 to test ground stations after maintenance

· Also having the MGS test supports shadowed by TrollSat

· This coming week should have connections to MGS during the passes

Mission Planning

· Working with JPL on Lunar calibrations changes that need to occur in ASPEN

· Delivered to JPL the Dark Earth calibration that the ASPEN lunar calibration does not include yet 

· JPL is adding in a read for TDRS based on the output from SNAS

· Working with Lunar Calibration scientist who wants some additional changes in lunar calibration

· Will create current lunar calibration sequence first, work on altering it once we have a working copy

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Found a problem with a couple RTSs that still display incorrect times in the report

· Brought over some RTSs from CMS 

· Made XML files for the RTSs brought over from CMS

· Created the back-up loads on SCP, with correct times on the generated XML output report

· Compared the XML report from SCP to the ipr report from CMS, both matched

· Compared the ftf files from SCP to the ftf files from CMS, both matched

· Developer is working on a change that will fix the flipped bits

· Also working with the developer to find be able to change just the xml output file

· As of now it is generated automatically when the RTS is created

Trending
No change from previous week.
Flight Dynamics
· Looking into how much time delta-I maneuvers would need in order to adjust MLT

· Determining the point at which the time spent performing a maneuver would be less than the time gained by performing it

System Administration
· Increased the amount of RAM in the primary ASIST computer since the backup computer had a recent virtual memory issue.

· The primary ASIST computer became unresponsive during a weekly backup process.

· The caps lock and scroll lock indicators were blinking which indicates a memory issue.

· This system had its RAM replaced a few days earlier.

· The system was shutdown and the RAM was reseated into the slots.

· The system was then booted to a Knoppix CD and a memory test was performed.

· Two complete passes were performed with no errors.

· Performed the weekly backup again and it completed without issue.

· The system booted successfully and ASIST was started.

· This system is now taking successful spacecraft passes again.

· Continued ClamAV installations (POAM #26)

· Installed, configured, and tested ClamAV on an additional computer.

· Performing work on the Data Processing Systems since the EO-1 Tech Engineer is out.

· Cleared disk space on the legacy DPS system

· Secure copied .f3 data files from the legacy DPS system to one of the Linux DPS systems.

· Once the file transfers were verified the original files on the legacy system were removed.

· Created Level 0 vdump tapes to archive science data for the EO-1 Tech Engineer.

· Generated DLT tape with data for the EO-1 science community.

· Implemented root/admin password changes on all EO-1 IONet and CNE computers. The passwords were also changed on the two Flight Software Lab computers that I am responsible for.

· Sent the February POAM review/summary to the security team.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance (test passes beginning).
Operational Discrepancies
· None to report at this time.
UPCOMING EVENTS

· Inclination maneuvers on hold until further notice

· Next lunar calibration in mid-March

Imagery Status

Scenes and Engineering Cals planned for week of March 3, 2011-March 9, 2011      141 
Total scenes and engineering calibrations planned for entire mission – approximately 58,933
Total Scenes:  ALI scenes in the Level 0 archive              54,208                (as of March 9, 2011)

                         Hyperion scenes in the Level 0 archive    53,954               
PUBLICATIONS AND PRESENTATIONS STATUS 
430 publications 

295 presentations

53 articles and press releases
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