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EO-1 Weekly Status Week of February 10–February 23, 2011
Day of Year 041 - 054
Mission Day 3744 - 3757
Earth Observing One (EO-1) - General
Scheduled 145 science Data Collection Events (DCEs) this two week period.  
EO-1 experienced an attitude control system anomaly at 9:30AM EST on 15 February 2011.  This anomaly did not cause load shedding or safe-hold entry, but rather caused the spacecraft to enter sun-pointing mode with all subsystems still powered up and operating well.  The anomaly occurred during one of the normal bi-monthly inclination maneuvers, which are performed to maintain the Mean Local Time at 10:00AM.  At about 45% of the burn, the spacecraft failed to maintain attitude within the prescribed control “box” and automatically went into sun-pointing mode.  Directed stoppage of EO-1’s autonomous imaging operations after the maneuver anomaly occurred to prevent resumption of the on-board schedule and to allow time for recovery from sun-pointing mode.  Coordinated computation of new predicted orbit, based on the 45% burn, was distributed to the ground and space network.  After four ground station contacts were successfully taken, adequate tracking was provided for a new definitive orbit to be calculated and fresh predicts were generated for upload to the spacecraft.  Recovery of nadir pointing flight for the spacecraft was accomplished on 17 February and resumption of autonomous imaging operations began at 00:00GMT on 18 February. 

INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI internal calibration Type II on February 21 at 00:00z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on February 14 from 00:25z to 045/15:15z

· Conducted ALI outgassing on February 14 from 00:35z to 045/15:25z

· Performed lunar calibration

· Conducted all-instrument nominal lunar calibration on February 18 during the 18:43z umbra.

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
On Thursday, February 10, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Vuong Ly, Justin Rice, Don Sullivan, and Joe Young.

Notes from this teleconference are as follows:

1. There was a discussion of Justin Rice’s work on cloud computing architecture and putting WCPS on the cloud.
2. Pat Cappelaere, Dan Mandl, Justin Rice, and Stu Frye discussed the Pan band sharpening process.
3. There was a discussion of Steve Chien and Tom Flatly working on a CubeSat satellite experiment utilizing the Intelligent Payload Module.
On Thursday, February 17, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Pat Cappelaere, Vuong Ly, Matt Handy, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. Slides for the upcoming ESTO/AIST 2nd Annual Review were defined.
2. Parallel computing for suitable algorithms was discussed.

3. Putting WCPS on the MAESTRO processor was discussed.

4. Rob Sohlberg discussed the recent ROSES call for research utilizing UAS vehicles and how we can best respond.

5. Slides for the ESTO/AIST review are to be completed by February 25.

6. Day time and night time targets are to be identified for June-July for Fairbanks, AK, Missoula, MT, and Pasadena, CA.
On Tuesday, February 18, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Fred Huemmrich, Steve Ungar, David Landis, Qingyuan Zhang, Yen-Ben Cheng, Robert Knox, Dan Mandl, Stu Frye, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1. Entire meeting was devoted to discussing inputs to the EO-1 Senior Review Proposal due into HQ by COB March 4.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· On Saturday, February 12 discovered a connection problem where the MOC was unable to send commands to Ground Stations

· Commands were being issued from ASIST to the FEDS but no command echo was seen

· Switched over to backup T&C workstation

· Commanded through TDRS and uploaded the goal files needed to continue normal science operations

· TDRS commands worked fine and command echo was seen

· Determined that the issue is due to having connections with both primary and backup TDRS and having only 1 drop after the pass

· After 3 of these connections have not been dropped the FEDS was unable to send commands through to the Ground Stations

· Recycling FEDS will drop these hung connections and restore the ability to command through Ground Stations

· Increased TDRS use (from large gaps in coverage and for transfers to/from DTN code) made the issue apparent

· Normal Recycling of the FEDS system had cleared out the occasional stagnant connection before

· Started to perform 600s inclination maneuver on Tuesday, February 15
· Normal pre-maneuver activities occurred as scheduled

· At 47% into the maneuver the ACS reported that we have moved outside of the designated “box” and went into Sun Acquisition Mode

· Indications are that the fuel remaining could not keep a steady pressure which caused the thrusters to sputter

· Sun Acquisition mode aborted the maneuver and disabled the RTSs that would turn EO-1

· In sun acquisition mode we maintained positive power and the spacecraft remained in good health

· After receiving 5 files of tracking data we were able to determine the spacecraft position

· Position closely matched a reconstruct that we performed using a 47% complete maneuver

· We uploaded an ephemeris file made during our Flight Dynamics activities

· After a good ephemeris was onboard we turned on GPS orbit determination for the ACS

· We returned to Earth Acquisition mode once the Kalman Filter could maintain a good solution for attitude determination

· We were able to return to normal operations on Friday, February 18 for the lunar calibration and returned to ASE control for images after the lunar calibration at 00:00z on Saturday, February 19
· MOC backup T&C (running as primary at this point since day 43) ran out of virtual memory on Saturday, February 19 

· Normally we would see increased memory after 3-4 weeks

· Memory issue was due to increased usage 

· February 12 TDRS goal load 

· February 13 TDRS goal load

· February 15 2 TDRS during/after aborted maneuver

· February 16 2 TDRS for recovery from Sun acquisition mode

· Multiple uploads for cold restart and unzip/jump back to operational FSW

· Returned operations to Primary T&C system

· Restarted backup system and planned to take a pass on Monday to ensure the restart fixed the memory issue

· Problem with SGS discovered where commands were being sent to the ground station and not relayed to EO-1

· Conducted a TDRS pass and determined that EO-1 was still receiving commands which put the issue somewhere between SGS and EO-1

· Scheduled a pass with SGS for a pass but was unable to issue the blind acquisition needed to turn on the EO-1 transmitter

· Commands for blind acquisition were seen by SGS but not being relayed to EO-1

· Between that pass and our next scheduled one with SGS the engineers at SGS found a configuration setting that was the cause

· On the next pass we attempted commands that failed to reach EO-1, SGS implemented the configuration setting, commands were accepted onboard EO-1 for the remainder of the pass

· Setting up engineering passes with MGS and SG-1 to test ground stations after maintenance

· Performing Delay Tolerant Networking (DTN) experiment test #2

· Completed DTN Test #1 (Phase 1)

· Completed part of DTN Test #2 (Phase 2)

· Uploaded contact schedule

· Loaded contact schedule and DTN ran automated in a pass

· Connected from building 25 to the MOC DTN node

· Information sent from building 25, receipt given, passed to spacecraft and acknowledgement given to building 25 

· Successfully saved telemetry and replayed it once in automated DTN contact

· Test with WPS connection failed due to the packets not being processed through the 2-node DTN connection as DTN packets

· Onboard DTN code crashed when not able to make connection to retrieve the stored data

· Performed cold restart and the unzip, jump, and restarting of normal operational FSW

Mission Planning

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Verified February 9 and 10 loads match with MOPSS load

· ASPEN loads sent to the spacecraft as the ATS load for use on February 9 and 10
· ASPEN loads executed onboard nominally

· Running ASPEN in conjunction with some normal daily backups from MOPSS

· Running the backup UDAPs through SCP as well

· On hold until SCP display problem is fixed

· Working with JPL on Lunar calibrations changes that need to occur in ASPEN

Trending
No change from previous week.
Flight Dynamics

· Created a scenario for expected end of fuel that shows the MLT to be at 9:45 am and 9:30 am if there are no more maneuvers performed
· MLT falls to 9:45 am around the end of January of 2013

· MLT falls to 9:30 am around the middle of November of 2013

System Administration
· Received notification from FOT that one of the ASIST computers reported being out of virtual memory.

· ASIST has a memory leak.

· The FOT normally closes ASIST, runs a cleanup script, logs out and back in, and restarts ASIST to clear up some virtual memory on a weekly basis.

· With all of the recent developer testing, commanding issues, and spacecraft issues this procedure was not performed for ~2 weeks.

· System logs showed no signs of hardware issues so it is assumed that the memory just eventually filled up.

· Rebooting the system cleared the memory.

· Successfully commanded from this workstation after the reboot.

· Will continue to monitor the performance of this computer.

· Plan to increase the amount of RAM in this computer and the primary ASIST workstation.

· Continued ClamAV installations (POAM #26)

· Installed, configured, and tested ClamAV on an additional computer.

· Worked with EO-1 Tech Engineer to troubleshoot an issue with the FEDS not forwarding commands to the groundstations.

· Reviewed logs and source code.

· Determined that after some SN supports the connections to the FEDS were not being closed out properly. 

· After multiple SN supports with orphaned connections the FEDS was not able to command properly.

· Running FEDS_STOP and FEDS_START scripts to recycle the service clears these connections and fixes this commanding issue.

· Worked with FOT to troubleshoot another commanding issue.

· It was determined that this was an issue at the SGS groundstation.

· Began the periodic reboots of the operational backup string.

· This process includes performing file system/disk checks during the reboot.

·  So far 4 backup computers have been rebooted.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance (test passes beginning).
Operational Discrepancies
· SGS commanding problem fixed 


· no SGS commands sent to EO-1 since February 9
· This was due to the sequence of real time events above as well as the configuration of SGS

· PF1 pass on February 17 that lost 3 minutes of S-band from not being able to lock on at acquisition, PF1 toggled the loop and we received contact at that point

· PF1 pass on February 22 had connection issue, sent data from pass after connection reestablished

UPCOMING EVENTS

· Inclination maneuvers on hold until further notice

· Next lunar calibration in mid-March

Imagery Status

Scenes and Engineering Cals planned for week of February 10, 2011-February 23, 2011      145 
Total scenes and engineering calibrations planned for entire mission – approximately 58,652
Total Scenes:  ALI scenes in the Level 0 archive              54,004                (as of February 23, 2011)

                         Hyperion scenes in the Level 0 archive    53,751               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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