DRAFT_2
EO-1 Weekly Status Week of September 23–September 29, 2010
Day of Year 266 - 272
Mission Day 3604 - 3610
Earth Observing One (EO-1) - General
Scheduled 92 science Data Collection Events (DCEs) the past week.

The Earth Observing 1 (EO-1) Satellite will complete 10 years of service on November 21, 2010.  We will observe this auspicious occasion by hosting a Gala Anniversary Celebration on December 1, 2010 at the NASA/Goddard Space Flight Center Visitor's Center.   There will be speakers, refreshments and a lot of catching up among all the people who contributed to the success of the mission.  A follow up notice will follow shortly with details on how to sign up on the EO-1 website to attend, along with details for the agenda of the celebration.  Since our contact list is somewhat dated, please share this information with any of your associates who have been involved with EO-1 and have them contact Dan Mandl (daniel.j.mandl@nasa.gov) to have their names added to the distribution list.
In addition to the Gala Anniversary Celebration, there will be an invitational EO-1 Retrospective Science Symposium hosted at GSFC on November 30-December 2, 2010 at the GSFC Visitor’s Center.  The original EO-1 Science Validation Team (SVT) members, along with other active EO-1 partners, will be invited to present their activities during the past eight years.  All participants at the EO-1 Retrospective Science Symposium are also invited to attend 
an associated evening social event to be held at the GSFC Recreation Center on November 30.  Details for this SVT symposium will be forthcoming from Steve Ungar.

Due to a power outage at GSFC the evening of 22 September that affected NASCOM circuits, the EO-1 MOC lost network communications with the Ground Stations, White Sands, and other NASA facilities.  During the outage, EO-1 S-band telemetry downlinks were captured at the ground stations and replayed later to the MOC so there was no loss of telemetry data.  The outage also caused delay in receipt and uplink of newly scheduled targets, but no targets were missed because the connectivity was restored and new scene goals from JPL were uplinked before EO-1 ran out of on-board scheduled activities.  The largest impact was caused by the outage of Email between the MOC and ground stations in which Email requests for changes from S-band only to combined S and X-band for two consecutive contacts were not received at the stations, thereby causing the loss of science data.  In total, 5 normal scenes plus data from the monthly lunar calibration were lost due to the stations not knowing they should turn on the X-band receivers.  Word was received from the Hobart ground station on Tuesday, 28 September that 3 of the 5 missing scenes were captured there and will be mailed to the EO-1 MOC on DLT tape.  The lunar calibration and the other two scenes are lost.  The UPS for the EO-1 area allowed all EO-1 MOC and FSW Lab systems to stay powered on throughout the failure.
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on September 28 at 10:14z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on September 27 from 00:25z to 15:15z

· Conducted ALI outgassing on September 27 from 00:35z to 15:25z

· Performed lunar calibration

· Conducted all-instrument nominal lunar calibration on September 23 during the 21:06z umbra.

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

The SensorWeb web page is being updated.  It is a work in progress.  It can be reached from the EO-1 main page or directly via: http://sensorweb.nasa.gov.  It will be evolving over the next month to include information on the various pilots and related SensorWeb efforts.  But there is still good information on the page as it stands now.

On Thursday, September 23, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Pat Cappelaere, Rob Sohlberg, Vuong Ly, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. Use of the ATREM and FLAASH atmospheric correction codes was discussed as to the need of daily updates to the parameter database to be made available on the web so atmospheric correction can be generated within 24 hr after collection.
2. An IRAD has been awarded to the team for performance study of the MAESTRO/Tilera general purpose processor as related to onboard processing of HyspIRI data.  
3. Announcement was made that on October 13 there will be a workshop on SmallSat missions with Mike Johnson and Jacqueline LeMoigne being the points of contact. 
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Looking into the proposed Delay Tolerant Networking (DTN) experiment

· Verifying the ability to support the experiment and its impact on normal operations

· Determining an approximate schedule when DTN test can be run

· Determining the risk of performing the test in its various phases

· Due to NASCOM power outage very late on September 22 or very early on September 23, some automated processes could not be performed

· These processes were performed manually after NASCOM was running nominally again

· Power outage due to failover generator not starting when main power died

· All operational computers in the MOC continued to run as planned, with only network outage being affected

· Studying the power readings taken from the S-band contact directly following the lunar calibration

Mission Planning

· Created the ATS Load for the nominal lunar calibration on September 23
· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Continued testing the input / output of ASPEN and making changes as necessary from current inputs and outputs from MOPSS

· Started looking at changes that need to be made to accommodate testing of a new Antarctica ground station

Flight Dynamics
· Performed flight dynamics activities for the nominal lunar calibration

· Started looking at changes that need to be made to accommodate testing of a new Antarctica ground station

· Continued ground station tracking data verification using the Statler2 computer

· Results from the data from Statler2 computer has agreed with data from Target computer for a sufficient time to run the FD products from the Statler2 computer data
· Continued remaining fuel estimates and burn times to determine best time between burns

· Conducting tests to determine the best burn schedule to use for the remaining fuel

· Finished test scenario using 42 days ( 6 weeks ) between burns

· Continued changing test scenario using 49 days ( 7 weeks ) between burns

· Finished test scenario using 56 days ( 8 weeks ) between burns

· Finished test scenario using 63 days ( 9 weeks ) between burns

· Continued changing test scenario using 70 days ( 10 weeks ) between burns

· Continued changing test scenario using between 42 days and 63 days between burns

· Analyzing data from the various scenarios created to determine:

· Point at which fuel will expire

· Varies between the middle of July to the middle of September depending on the scenario used

· Amount of change for MLT (mean local time) between burns

· Point at which science data will become seriously degraded
· Approximately 9:45 am MLT

· Effects of a burn during different phases of the inclination cycle

· Amount of fuel used to perform a burn on the “downswing” of the inclination cycle is less than that used on the “upswing” of the inclination cycle for the same net effect on the MLT
Trending
· Analyzing the recent yellow high IRU driver voltage violations and comparing them with historical data

· Preliminary results show the IRU driver voltage on a steady rise from the start of the mission

· IRU driver voltages were reduced in the beginning of the mission due to gas leaked into the driver before launch

· Analyzing recent yellow high violation associated with the ACS star tracker
· Preliminary looks show it to be a remnant of data during a mode switch

· Troubleshooting reported data corruption on hard disk(s)

· Continuing to monitor for new instances of data corruption problems 

· Backup external drive had corruption errors and needs to be replaced

System Administration
· C&A Audit/Assessment continued:

· Provided the Assessment team with the following information/documents at their request.

· Build/recovery procedures

· MOCR examples

· The newly created Sys Admin test plan document

· Continued researching firewall rules and logs.

· Added the actual rules to send logs from the firewall to the logserver without logging and to drop Microsoft netbios traffic without logging.

· Previously rules were added to just log this activity to test the logic.

· Observed the firewall logs for multiple days to prove that the new rules were working correctly.

· After the rules were verified the test log rules were commented out.

· Contacted the Sys Admin for CCS to discuss our issues for sending FD products to their server.

· It appears that rules were only added for our new FD computer to connect to their prime server. Once they switched to their backup the communications stopped.

· Exchanged necessary information for them to request a new firewall rule. The new rule will hopefully be active soon.

· Received errors in the log for the ITPS trending computer that one of the drives has corruption issues, bad sectors, and that a drive failure has been predicted.

· The failing hard drive is the backup external drive. This drive contains a backup copy of the telemetry as well as the weekly backups of the D: drive.

· Preformed two “chkdsk” routines. Both reportedly fixed errors on the drive, but eventually the disk corruption and failure warnings appeared in the logs again.

· A replacement hard drive and a spare have been ordered and should be here later this week or early next week.

· This drive will be powered off.

· Building 14 experienced a loss of power at approximately 23:57z on September 22.

· The email stated that the UPS responsible for the Goddard Comm Control rooms were drained when the diesel generator failed to start.

· This caused loss of communications to/from the MOC.

· After communications were restored the network time source was down for several hours.

· The UPS for the EO-1 area allowed all EO-1 MOC and FSW Lab systems to stay powered on through the failure. 

· Contacted the SNAS team and faxed the completed Rules of Behavior form to them so that a SNAS account can be created for the new FOT member.

· Attended the Sys Admin forum meeting.

GROUND AND SPACE NETWORK

Station Downtimes

· None
Operational Discrepancies
· Due to scheduling issues, two S-band passes at PF1 were not changed to X-band at the ground station as planned

· Lost 5 images at the first pass on September 23 at 18:33z

· 3 images have been received at HGS and can be recovered

· Lost data from the Lunar Calibration at the pass on September 23 at 23:25z

UPCOMING EVENTS

· Next inclination maneuvers are to be October 19 and 21.

· Next lunar calibration will be at end of October and only contain the nominal calibration

Imagery Status

Scenes and Engineering Cals planned for week of September 23-September 29, 2010      92
Total scenes and engineering calibrations planned for entire mission – approximately 56,323
Total Scenes:  ALI scenes in the Level 0 archive              51,674                (as of September 29, 2010)

                         Hyperion scenes in the Level 0 archive    51,423               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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