EO-1 Weekly Status Week of November 4–November 10, 2010
Day of Year 308 - 314
Mission Day 3646 - 3652
Earth Observing One (EO-1) - General
Scheduled 75 science Data Collection Events (DCEs) the past week.

The Earth Observing 1 (EO-1) Satellite will complete 10 years of service on November 21, 2010.  To observe this auspicious occasion, there will be a Gala Anniversary Celebration held on December 1, 2010 from 4:00-9:00 pm at the NASA/Goddard Space Flight Center Visitor's Center.   There will be speakers, refreshments and a lot of catching up among all the people who contributed to the success of the mission.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on November 8 at 19:58z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on November 8 from 00:25z to 15:15z

· Conducted ALI outgassing on November 8 from 00:35z to 15:25z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Please check the new SensorWeb web page for the latest updates.  It is a work in progress.  It can be reached from the EO-1 main page or directly via: http://sensorweb.nasa.gov.  It will be evolving to include information on the various pilots and related SensorWeb efforts.  

On Thursday, November 4, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Pat Cappelaere, Vuong Ly, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. By end of February 2011, the plan is to have WCPS installed on Cloud Computing, and the Global Hawk testbed platforms. 
2. For WCPS Release 2, the plan is to have atmospheric correction for both FLAaSH and ATREM and workflow environment running.

3. Rob Sohlberg is to give talk at the EO-1 10 year Science Symposium.

4. Have effort on MAESTRO duplicate what has been done on SpaceCube for the HyspIRI IPM testbed.

5. By March 2011, implement onboard atmospheric correction on SpaceCube, produce on-demand capability for WCPS to uplink algorithms, and produce geometric corrected images. 
6. A suggestion was made to implement the oil slick algorithm developed by Rob Sohlberg currently contained in the ground WCPS system on the flight testbeds (that is, for SpaceCube, possibly MAESTRO, and the Ames UAS).  The algorithm will be run using EO-1 data on SpaceCube and MAESTRO testbeds and AMS data on the Ames UAS testbed.
7. Dan Mandl wants clear direction produced for how to implement the WCPS on the Cloud and export algorithms to operate on SpaceCube, MAESTRO, and Ames UAS testbeds.
The Mission Science Office conducted meetings on November 4 & 9 to discuss actions needed to prepare for the EO-1 10 year celebration.

On Tuesday, November 9, there was a Namibia Flood/Disease Pilot program collaborators teleconference.  Participants:  Dan Mandl, Stu Frye, Guido Van Langenhove, Tom De-Groeve, Serhiy Skakun, Fritz Policelli, Tom Rientjes, Lenny Roytman, Pat Cappelaere, Carl Keuck, and Joe Young.
Notes from this teleconference are as follows:

1. Dan Mandl discussed a list of flood prediction modeling items that need to be solidified and completed prior to the 2011 flood season in Namibia that normally peaks March-April. 
2. Dan also stated the need to produce an activity plan for the January-May 2011 time period.
3. Guido Van Langenhove needs the ability to manually input hydrology data into the http://sensorweb.nasa.gov website.
4. Guido also wants daily messages to be put into a buffer on the website so they can be scrolled. 

5. Lenny Roytman suggested that the Pilot activity be connected to Facebook.
6. Tom De-Groeve discussed a recent meeting he had at GSFC with Dan Mandl and Stu Frye on 2011 flood preparedness in Namibia that will utilize the JRC Global Flood Detection System, TRMM Flood Potential System, and EO-1 tasking.

7. Guido cautioned the team about not using unusually extreme measurement readings to trigger satellite tasking.
8. Guido wants to take 10 years of historical data try to correlate rainfall data with flood data.
9. Dan Mandl will issue rules for triggering EO-1 by the JRC system. 
10. Guido stated that cloud cover needs to be considered when triggering and Dan gave further discussion of cloud cover and how target priorities can be affected by cloud cover predictions.
11. Fritz Policelli stated that MODIS produces automated flood maps each day for the Caribbean and southern Africa regions.
12. Guido was asked about the status of a LIDAR survey of Namibia.  He said he will discuss this topic next week at a meeting with the WMO and World Bank.

13. Dan Mandl and Tom De-Groeve stated that the next steps are (1) develop a working satellite triggering system, (2) work on how to produce flooding alert for the Kavango River, and (3) case-based reasoning.
14. Tom Rientjes requested that he be sent data on accumulated rainfall data in the three basins for Namibia. 
15. Serhiy Skakun is to meet with Bob Adler when Bob is in Kiev next week.

16. It was agreed that the team would conduct a three day meeting in Namibia starting January 27, 2011.
On Tuesday, November 9, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Fred Huemmrich, Steve Ungar, David Landis, Larry Corp, Ben Cheng, Qingyuan Zhang, Bob Knox, Dan Mandl, Stu Frye, Pat Cappelaere, Joe Young, and Lisa Henderson.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1. There will be a HyspIRI Mission Concept Review at Headquarters on November 12.
2. There will be a HyspIRI Science Symposium at GSFC in May 2011.

3. The HyspIRI Science Workshop will held in Pasadena, CA in August 2011.

4. There will be a Nereids presentation at 11:00 am on November 12 to a multi-directorate committee to seek funds for Venture class proposal development.

5. Fred Huemmrich made a Venture class proposal presentation on November 8 for a mission concept to measure Florescence. 
6. Stu Frye discussed the upcoming EO-1 Delay Tolerant Networking (DTN) demonstration.
7. Stu Frye put together a list of SensorWeb users that have been receiving EO-1 data and could supply statements of EO-1 support for inclusion into the Senior Review proposal.

8. Petya Campbell, David Landis and Pat Cappelaere gave an update on their atmospheric correction activity.

9. Bob Knox discussed onboard processing in terms of memory limitations for doing onboard terrain correction.
10. Betsy Middleton stated that the May symposium is to focus on the two topics of technology development and cal/val.

11. Dan Mandl discussed Ka band as an alternative to using X-band for downloading HyspIRI data.
12. The meeting concluded with a discussion of progress being made on preparing for the EO-1 Ten Year Symposium and Celebration.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Monitored the Primary T&C for the goal loading issue seen last week

· Have  not seen any recurrence of the dumps not coming down

· Creating a schedule for Primary / Backup system recycle (logging out of ASIST, cleaning up any running processes, and logging out and back into the ASIST user)

· Creating a schedule for Primary / Backup system restarts

· Excluding Legacy systems from this schedule

· Testing additional Norway ground systems to replace SG-1 until it is green

· Testing SG-2 (SKS) 

· Engineering test S-band only pass on November 3 at 16:31z

· SG-2 has an issue with their antenna, switched over to the SG1/SG22 hybrid (listed below)

· Engineering test S+X band pass on November 5 at 16:32z

· SG-2 had another issue and switched over to SG1/SG22 hybrid

· Setting up 2 S-band only engineering tests on November 11 and 12

· Testing SG1/SG22 hybrid

· This station is using the SG1 back end computer system hooked up to the SG22 antenna

· Pass on November 3 that was scheduled for SKS at 16:31z

· Switched over to SG1/SG22 hybrid after SKS reported problems

· Received telemetry and sent a no-op command

· Pass at 309 that was scheduled for SKS at 16:32z

· Switched over to SG1/SG22 hybrid after SKS reported problems

· Received telemetry

· Test automated S and X-band pass on November 8 at 00:12z

· SG1/SG22 hybrid failed to set up correctly

· No data received (S or X-band)

· Test automated S and X-band pass on November 8 at 04:43z

· SG1/SG22 hybrid failed to set up correctly

· Received no S or X-band data

· Tracking data received for this pass but was unusable

· Setting up 4 manned S and X-band engineering tests on November 11 and 12

· Looking into the proposed Delay Tolerant Networking (DTN) experiment

· Test is delayed until after November 22

· Due to lack of contacts during manned hours it is not feasible to do the test at this time without stopping imaging for 6-8 days

· Verifying the ability to support the experiment and its impact on normal operations

· Waiting on the date and the go ahead to halt imaging for the approximately 12 supports during manned hours needed for the test

· 3 supports needed to move to DTN code

· 4 supports needed for DTN test ( 2 with a buffer of 2 more)

· 5 supports needed to move back to current ASE onboard code

· Waiting on DTN test time to make the database changes

· rdl changes need to be made to accommodate the new packets for the DTN

· commanding database needs to add DTN commands

· Talked with JPL to test pass changes through sensor web

· Plan to do the test after imaging is complete, prior to moving to DTN code

· Will attempt to replace a X-band pass with an image

· Possibly attempt to add in a pass through a sensor web

Mission Planning

· Looking into replacing SG-1 with SG-2 and the SG1/SG22 hybrid for daily operations until SG-1 is green

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Testing time dramatically reduced due to testing engineering supports for SG2 and SG1/SG22 hybrid

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Running ASPEN in conjunction with normal daily backups from MOPSS

· Found only the expected differences

· Continued looking at changes that need to be made to accommodate testing of new stations

· Antarctica ground station

· SG2 ground station

· SG1/SG22 hybrid ground station

Flight Dynamics
· Looking into replacing SG-1 with SG-2 and SG1/SG22 for normal operations until SG-1 is green

· Modifying the delivery system for FD products to have them originate from the nasa mail server

· Once testing is complete the new delivery system will be implemented in daily FD tasks

· Initial testing had the nasa mail server put messages as spam

· Worked with our SA and someone from the nasa mail server to correct issue

· Fixed the issue and now all of the mail is delivered correctly

· Continued the Statler2 ground station tracking data verification

· Plan on removing Target from the network on Monday, November 15

· Will remove it from the network and monitor activities

· After 2 weeks of success with Target off, the network will power Target down

· Continued looking at changes that need to be made to accommodate testing of new ground stations

·  Antarctica ground station

· SG2 ground station

· SG1/SG22 hybrid station

Trending
No change from last week.
System Administration
· Cygwin email issue continued

· FOT implemented the PERL email method in all Flight Dynamics delivery scripts.

· This delivery method worked for simple email messages.

· Email messages with FD product information as part of the body were being rejected by the Open IONet email server.

· Talked with an engineer associated with the Open IONet email server.

· He said that the email messages were being marked as spam.

· The list of spam tests that we were failing was emailed to me.

· The PERL email script was updated to improve the following issues.

· Added additional information to the SMTP connection request that identifies the source computer with a fully qualified hostname.

· Updated the sender information so that it is now a name and email address (previously just an email address).

· Changed the way that the recipient email addresses were being passed into the email server connection.

· Added additional To and From parameters for the outgoing email messages.

· FOT reports that after these changes the delivery scripts and email messages are working so far.

· Installed patches/updates on operational Windows computers

· Open IONet computers

· Most recent Windows Patches

· Firefox 3.6.12

· Adobe Reader 9.4.0

· Java 1.6u22

· Adobe Flash 10.1.102.64 (for Firefox and IE)

· FSW Lab computer (Windows patches will be installed once the monthly update CD is created)

· Firefox 3.6.12

· Adobe Reader 9.4.0

· Collecting information on what needs to be done to make a fully functional backup Flight Dynamics computer.

· Once the legacy FD computer is retired its STK license can be transferred to the new backup FD computer.

· Investigating the best way to mimic the Cygwin functionality between the Primary and new Backup system.

· Noting additional system changes that will need to be made (ie. Adding user names, additional software to be installed, Windows services to add, etc).

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
Operational Discrepancies
· None
UPCOMING EVENTS

· Next inclination maneuvers to be in mid-December
· Next lunar calibration will be November 22 and only contain the nominal calibration

Imagery Status

Scenes and Engineering Cals planned for week of November 4-November 10, 2010      75
Total scenes and engineering calibrations planned for entire mission – approximately 57,059
Total Scenes:  ALI scenes in the Level 0 archive              52,393                (as of November 10, 2010)

                         Hyperion scenes in the Level 0 archive    52,142               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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