EO-1 Weekly Status Week of May 6 – May 12, 2010
Day of Year 126 - 132
Mission Day 3464 - 3470
Earth Observing One (EO-1) General.
Scheduled 163 science Data Collection Events (DCEs) the past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on May 10 at 23:54z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on May 10 from 01:00z to 15:50z

· Conducted ALI outgassing on May 10 from 01:10z to 16:00z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On Thursday, May 6, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Pat Cappelaere, Vuong Ly, and Joe Young.

Notes from this teleconference are as follows:

1. Vuong Ly is to revise Hyperion processing to insert atmospheric correction, using the FLAASH code, after Level 1R processing on the server in Building 23.  After that, he is to install the FLAASH atmospheric correction code onto the SpaceCube processor.
2. Vuong is also to implement a pre-determined data compression scheme to run on SpaceCube.

3. Dan stated that he is preparing a Software Award of the Year application that is due in two weeks.
4. Antonio Mannino at GSFC is working with Dan Mandl to develop an approach for using the IPM on the GEO-CAPE mission. 

5. Dan stated, that in addition to numerous applied science scenarios (e.g. volcanoes, wildfires, and flooding), he needs one solid science research scenario that has a compelling requirement for the IPM. 

6. Dan is to determine whether there is a site license at GSFC for the ENVI image processing program because there is a need for another license on the commercial Joyent server.
7. Dan is to determine the cost to increase our memory to 4 GB on the Joyent server.

On Tuesday, May 11, there was a Namibia Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Felix Kogan, and Joe Young.

Notes from this teleconference are as follows: 

1. Felix Kogan submitted section 4.8 Applications and Services to be added to Work Package 4 of the Namibia Flood/Disease SensorWeb Pilot proposal.

2. Guido van Langenhove has been asked to send the final Post Disaster Needs Assessment report for the 2009 flooding in Namibia for use to justify the business case for the proposal.
3. It was agreed that Namibian in-country coordination funds are to be proposed for the Ministry of Agriculture, Water and Forestry, Ministry of Health and Social Services, and the National Planning Commission to support the Pilot activity.
On Tuesday, May 11, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Steve Ungar, Fred Huemmrich, Lawrence Ong, David Landis, Larry Corp, Yen-Ben Cheng, Hank Margolis, Dan Mandl, Stu Frye, Pat Cappelaere, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1. Images atmospheric correction (AC) status and display of sample products.  Pat Cappelaere made a case for adopting the FLAASH code for on-board AC because we have the C source code and can compile it on SpaceCube.  Petya stated that the ATREM AC code handles certain aspects of hyperspectral data processing (e.g. spectral ”smile”) better than FLAASH but the source code is in FORTRAN and will not compile on SpaceCube without converting it to C code.  Dave Landis performed AC on 17 scenes for Elijah Ramsey and Stu Frye distributed them for evaluation. 
2. Issues and procedures pertaining to processing data for Disaster First Responders.  This discussion focused on how to perform terrain correction (Level 1G) and produce JPEG, PNG, and KML versions for distribution to end users.
3. Tasking priorities issues.  A request from NASA HQ to image the Gulf oil slick was pre-empted by a MSO request for a ground truth campaign for Melba Crawford.  A decision was reached at this meeting to alternate science based ground truth campaign requests with future images of the oil slick.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Increased the yellow high limit for the IRU driver A and C voltages to be in line with driver B

· This increase was prompted due to the mission’s long trend of rising steady state IRU driver voltages

Mission Planning

No change from last report.
Flight Dynamics
· Upgraded to SNAS 10.1.1 per release of the patch to SNAS 10.1

· Tested functionality of SNAS 10.1.1

· All operational capabilities that were used have been tested except for resweep during a TDRS pass

· Working on troubleshooting the differences of the tracking data files between the new and legacy systems

· Determined that the file being sent to the new system is different from the one being delivered to the legacy system.

· The new system has a 50ms offset. 

· Both of the files being delivered by Wallops were processed on each system in order to verify the output of the processing script.

Trending
· Troubleshooting reported data corruption on hard disk(s)

· Obtained software to diagnose which drive(s) of RAID configuration are experiencing problems

· After scanning no hard drive(s) have hardware problems

· Continuing testing of suspected problem program to verify it is the cause

· Refined daily violation report format based on data observed from 2006 to present

· Plan to re-institute report once ITPS computer hard disk problem is resolved

· Researched the increasing IRU driver voltage 

· Determined the increase has been a steady increase over the life of the mission

· Limits increased on IRU driver A and C to be in line with IRU driver B

System Administration
· C&A Audit preparation:

· Requested an account on the Open IONet email server. This is necessary in order to receive email alerts from the central logging server.

· Waiting on approval step of the NAMS process.

· Added a personal limited account for myself on all operational systems that I have a privileged account on.

· Continued the upgrade process for the 4th string ASIST workstation (also used as the backup data processing workstation).

· Configured certificate based SSH to the computer from the data processing computer.

· Initial testing completed by EO-1 Tech Engineer.

· Re-testing will need to be completed once CIS Benchmarks are applied.

· CIS Benchmarking

· Started on the newly rebuilt 4th string ASIST workstation (95% complete).

· Started on the primary data processing ASIST workstation (60% complete).

· SNAS software

· Applied the SNAS 10.1.1 patch on both flight dynamics computers.

· Generated new certificates for FOT member whose certificates were about to expire.

· Cleared additional space on the /home directory on the legacy mission planning computer.

· Working with FOT to troubleshoot the difference between the Wallops tracking data processing on the legacy and new systems.

GROUND AND SPACE NETWORK

Station Downtimes

· Hobart ground station is offline, no ETA at the moment for resumed operations

Operational Discrepancies
· Lost 3 images on May 8 at 12:45z downlink at SGS for unknown reason.  Cause is under investigation.

· MGS was red starting on May 8 at 10:15z to May 9 at 11:39z, lost S-band data on May 8 at 16:49z and only 30 seconds of S-band data received on May 9 at 01:00z.  No images reported lost
UPCOMING EVENTS

· Next inclination maneuvers to be on June 15 and June 17.  Expected to be 200s burns (to be verified during burn planning)

Imagery Status

Scenes and Engineering Cals planned for week of May 6 – May 12, 2010      163
Total scenes and engineering calibrations planned for entire mission – approximately 53,331
Total Scenes:  ALI scenes in the Level 0 archive              48,839                (as of May 12, 2010)

                         Hyperion scenes in the Level 0 archive    48,592                
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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