EO-1 Weekly Status Week of March 18 – March 24, 2010
Day of Year 077 - 083
Mission Day 3414 - 3420
Earth Observing One (EO-1) General.
Scheduled 148 science Data Collection Events (DCEs) past week
INSTRUMENTS

All instruments operated nominally this week 

· Performed instrument calibration

· Conducted ALI internal calibration on March 22 at 03:04z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On Thursday, March 18, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Troy Ames, and Joe Young.

Notes from this teleconference are as follows:

1.  Dan Mandl and Stu Frye are to write a paper for the Second International Conference on "Earth Observations for Sustainable Development and Security" to be held in Kyiv, Ukraine on June 14-17. 
2.  Discussion about status of Microtel’s work on ALI band stripping.  Dan will determine status.
3.  Rob Sohlberg stated that he will be going to the upcoming forest fires TFRSAC meeting at Ames Research Center on May 11-12.
4.  Dan Mandl stated that he will pursue the possibility of applying the Intelligent Payload Module (IPM) system to any of the appropriate Decadal Survey Missions (e.g. GEO-CAPE mission). 
5.  Dan gave a reminder that the GSFC HyspIRI Science Symposium will be held on May 4-5.
On Tuesday, March 23, there was a Namibia Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Fritz Policelli, Guido van Langenhove, Lenny Roytman, Dr. Nizam, Pat Cappelaere, Joerg Szarzynski, Serhiy Skakun, and Joe Young.

Notes from this teleconference are as follows: 

1.  Dan Mandl talked about web implementation of the Namibia related river gauge data hydrographs and accumulated rainfall data by sub-catchments. 
2.  Joerg Szarzynski made statement about the UN-SPIDER Portal web page being created for posting information relative to the Namibia Flood/Disease SensorWeb Pilot Program.
3.  There was a discussion between Dan and Joerg about photos that were taken during the recent workshop in Namibia, the GPS produced photo locations, and inserting links to the photos on a map.  Joerg will post geo-located photos taken by him and Jan-Peter Mund.  Dan stated he will send his geo-located photos to Joerg for posting.
4.  Dan sent Lenny’s disease Work Package 4 to a contact he has in the Namibian Health Ministry.
5.  Joerg stated that the disease Work Package 4 should be sent to the UN WHO with the hope it will prompt them to encourage the Namibia Health Ministry to cooperate with our effort.
6.  Stu Frye emphasized the need to complete the first draft of the complete proposal very soon.  The team agreed that the due date is April 13 and it will first go to the Namibia National Planning Commission.  After that it will be presented at a Donor’s Conference in June.

7.  Joerg and Guido van Langenhove talked about whether the UN Resident Coordinator in Namibia, Kari Egge, should be asked to activate the Disaster Charter for the current floods.
8.  Guido stated that there was no immediate danger from current flooding in Namibia so as to cause evacuations, therefore, there is no need to activate the Charter, but he still needs images for flood mapping purposes.

9.  There was a discussion about the difficulties in obtaining radar satellite data to supplement optical data when clouds are present.  Stu Frye volunteered to contact ESA, CSA, and JAXA to discuss ways to request satellite tasking in absence of Charter activation even if funding is required.
10. Stu and Dan discussed the differences that exist among satellite data providers between new data tasking requests and archive search retrievals. 
11. Dan is to send an appropriate letter to the proper person in Namibia requesting the database of locations of all houses in Namibia.
12. Pat Cappelaere added a new feature to the flood web display that contains shaded black areas on the river station plot pages.  They represent historical events that can be obtained by clicking on the areas.

13. There was a discussion about two back-to-back meetings to occur mid-April in Nairobi, Kenya that will give the opportunity for Joerg, Guido, and Fritz P. to meet and discuss progress on the Namibia pilot program. 
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Continued dumping RAM RTS’s from spacecraft to assist testing of new mission planning software

· Dumping RTS’s for which legacy mission planning software shows multiple entries

· Corrected problem that hampered creation of new user-defined telemetry GUIs in ASIST telemetry and commanding (T&C) software

· Determined that occasional, transient (limited to one data point) instrument voltage limit violations were due to T&C receiving a voltage value just as instrument was being turned on/off.  At this time the voltage value was checked by T&C software just as limit values were being redefined due to change in instrument status

· Re-enabled WARP single-bit event messages

· Enabled messages during events that highly utilize WARP processors

· Observed no marked increase in single-bit errors

· Performed trial to determine if enabled messages would interfere with automation

· Observed no interruptions of automation

· Examined number and frequency distribution of single bit errors

· Observed no “clusters” of errors—instead saw occasional errors

· Noticed address with most errors corresponds to the address mapped around by r5.0.1

· Examined timing of messages and determined errors being reported only once per cycle (approximately 33 minutes)

· Determined memory mapping has successfully avoided use of bit

· Examining battery telemetry values during last modified lunar calibration to determined net power savings due to lamp calibrations—and associated WARP activities—being removed

· Compiled WARP processor temperatures during ASE r5.0.0 and r5.0.1 operations to determine if clear constraints can be developed to avoid yellow high violations, particularly during warmest time of year (approximately November 6–December 31)

· Updated contingency document to reflect updates to POC information

· Created HW/OS/SW archive in mission library to serve as central repository for equipment needed to rebuild any failed computers  

Mission Planning

· Continuing testing of ASIST SCP to replace legacy CMS mission planning software

· Implementing xml output from ASIST SCP, to be used to examine summaries of commands in each command load

· Beginning build of RTS loads on ground to compare to RTS’s dumped from ground to determine which ground RTS’s are active and which are to be archived

Flight Dynamics
· Continuing troubleshooting of anomaly in PF1 tracking data that started January 19

· Received notification from station stating that the tracking data computer at PF1 was replaced on approximately March 16 at 20:00z

· Analyzed subsequent data and determined times biases have not changed

· Continuing to test file deliveries to/from new flight dynamics computer

· Conducted file deliveries of flight dynamics products to entities outside of MOC (JPL, etc.) from new flight dynamics computer

· Receiving confirmations regarding success of deliveries

· Resolved initial problem in which files were sent with incorrect permission, not allowing users to read files

· Communicated request to GSFC CA group asking if EO-1 FOT can be contacted if any object exceeds a Pc of 0.01%, regardless of perceived threat to EO-1

Trending
· Collaborating with support engineer to input historical data into ITPS database

· Corrected problem causing daily violation reports to hang

· Determining best format for report

System Administration
· Continued CIS Benchmarks

· Completed the benchmarking process for the first new Flight Dynamics computer

· Started the benchmarking process for the second new Flight Dynamics computer

· Estimate approximately 50% completed

· Assisted FOT in testing the ability to deliver files from the new Flight Dynamics computer to the appropriate 3rd parties

· Sent files to each entity successfully

· Received reports from sites that the file permissions on these files didn’t match that of the files delivered from the legacy FD computer

· Edited scripts to assign the correct permissions before delivering

· Continue research to see if there is a way for these files to have the correct permissions upon creation instead of assigning them later

· Attempted to archive the legacy trending machine until the new ITPS computer has ingested all data from launch until present

· Wanted initially to image the machine, but discovered that the CD drive was not functional

· Attempted to use an external hard drive to just make a copy of the data but the USB ports were not functional

· Connected a spare computer to the legacy trending system via a crossover cable, with the goal being to backup the files via the network

· Failed to access the shared directories between the two Windows versions

· Decided to just store the computer as is for now—once the data has been completely ingested into ITPS this legacy computer can be wiped and excessed

GROUND AND SPACE NETWORK

Station Downtimes

· Received notification of SGS being red from March 15 to March 23 for system upgrades

· Conducted test support on March 23, which completed successfully

· Declared SGS green for EO-1 on day 082

· Received notification that PF1 is red due to an inability to track, starting on March 24 at 09:05z

· Attempting to move supports to PF2

Operational Discrepancies
· Continued anomaly in PF1 tracking data that started January 19

· Instituting 0.01s bias in PF1 tracking data for orbit determination process

UPCOMING EVENTS

· Perform lunar calibrations on March 30 

· Conduct all-instrument nominal lunar calibration on March 30 during the 11:54z umbra

· Perform new modified lunar calibration (ALI & Hyperion) two orbits later which does not contain lamp calibrations

Imagery Status

Scenes and Engineering Cals planned for week of March 18 – March 24, 2010      148
Total scenes and engineering calibrations planned for entire mission – approximately 52,254
Total Scenes:  ALI scenes in the Level 0 archive              47,780                (as of March 24, 2010)

                         Hyperion scenes in the Level 0 archive    47,532                
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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