EO-1 Weekly Status Week of July 8 – July 14, 2010
Day of Year 189 - 195
Mission Day 3527 - 3533
Earth Observing One (EO-1) - General.
Scheduled 166 science Data Collection Events (DCEs) the past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI internal calibration Type I on July 12 at 03:34z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Work has begun on a Delay Tolerant Network (DTN) prototype using EO-1.  It is being led by Jane Marquart and implemented by Rick Mason and Jerry Hengemihle/Microtel.  The figure below shows the high level architecture of the planned test:
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On Thursday, July 8, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Don Sullivan, Rob Sohlberg, Pat Cappelaere, Vuong Ly, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. Dan Mandl proposed that the WCPS agent be augmented to live in an Elastic Cloud Computing environment.

2.
Rob Sohlberg reported that most of the Gulf Coast shoreline images supplied to him are cloudy.  It was agreed that an image be taken of the south end of Lake Pontchartrain and extending as far south as possible to try to include the Mississippi River delta.  Stu Frye is continuing to acquire images of Venice, Louisiana in the delta that contains oil polluted marshes and will pursue acquiring an image of the south end of Lake Pontchartrain.
3.
A discussion was held with Don Sullivan, from Ames Research Center, about how this AIST 2008 effort is to interface with the Ames Unmanned Aerial System (UAS) vehicles (Global Hawk and Ikhana) and the operations concepts for both so as to maintain interoperable standardized and secure web interfaces.  The main issues relate to two scenarios.  One is installing the Campaign Manager, WCPS and SWAMO software onto the UAS ground flight testbeds utilizing the GSFC GMSEC compliant messaging capabilities and two is installing the cFE and SWAMO software onto the UAS onboard systems.  Actions to be taken to resolve these issues are being formulated. 

An integrated draft SensorWeb proposal was sent to Guido Van Langenhove, Head of the Department of Hydrology in Namibia for a collaborative effort between several international space agencies to produce a Flood and Disease Early Warning System.  The figure below is the cover page of the proposal:
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· The intention is to:

· Submit it to the Namibian National Planning Commission for comments

· Use this proposal as a brochure of possible activities to seek funding at a future Donor’s conference in Namibia (sponsored by World Bank)

· If interest is expressed, then the proposal will be refined in part or whole and submitted through proper approval channels to each of the collaborating agencies.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Monitored partial solar eclipse on July 11 from 19:27z to 20:10z

· No unusual telemetry or power readings

Mission Planning

· Blocked all activities during partial solar eclipse on July 11.
Flight Dynamics
· Found a partial solution for the 50 ms shift in tracking data files for WGS

· This partial solution made half to three-fourths of the data points fall in the correct orbit line

· The other data points seem to be off by increments of 54 m/s

· FOT working with WGS personnel to identify solution for remaining data points that are in error

Trending
· Studying trends on the X-band currents and voltages for recent increased limit trips

· Continued altitude study on average altitudes since leaving position in-line with the Landsat 7 mission

System Administration
· Continued working on the new Linux FEDS computers.

· Configured initial security settings

· Network settings, Services list, Warning banners, Sendmail, SSH

· Configured central logging

· Configured backups scripts

· Scheduled a network certification scan

· The first scan over the network was halted after running for ~5 hours due to an upcoming pass.

· The scan team is currently scanning the computers again, this time locally.

· Completing the paperwork that is necessary for adding new IONet connections.

· Updated network diagram.

· IONet Access Control Compliance Checklist

· Received word that UPS 6 in Building 14 will be down for ~10 hours on July 21.

· Traced power cables for all EO-1 equipment in the MOC and Flight SW Lab.

· Created a spreadsheet detailing which power strip and UPS that the devices are plugged in to.

· Purchased automatic switching PDU’s to allow important equipment to be plugged into both UPS (6 & 14) simultaneously.

· Working with FOT and Tech Engineer to determine where these PDU’s should be located and which equipment should be connected to them.

· Received errors on the ITPS trending computer that there was corruption on the D drive.

· Issued the chkdsk command on the D drive with the option to repair bad sectors on the hard drive.

· The process reportedly fixed errors in an index file.

· No bad sectors were discovered.

· A second chkdsk command found no additional errors.

· Continued configuring sudo on EO-1 Linux systems to allow use of IronKeys by non-privileged user accounts.

· Process was completed and tested on the 2nd and 3rd string ASIST computers, the ASIST data processing station, and countdown clock computer.

· Continued the CIS benchmarking process on EO-1 operational computers.

· Started process on the EO-1 project firewall.

· Provided the security team with a monthly POAM status update.

GROUND AND SPACE NETWORK

Station Downtimes

· Hobart ground station is back online for resumed operations starting July 5

Operational Discrepancies
· WGS lost X-band link on July 12 at 02:56z.  Lost 2 images.  No reason found yet for loss
· SGS had a circuit break during a pass on July 13at 18:33z
· SGS returned to operations on July 14 at 11:00z
UPCOMING EVENTS

· Next lunar calibrations will be at the end of July

· Next inclination maneuver to be in mid-August
Imagery Status

Scenes and Engineering Cals planned for week of July 8-July 14, 2010      166
Total scenes and engineering calibrations planned for entire mission – approximately 54,720
Total Scenes:  ALI scenes in the Level 0 archive              50,191                (as of July 14, 2010)

                         Hyperion scenes in the Level 0 archive    49,943               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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