EO-1 Weekly Status Week of January 14 – January 20, 2010
Day of Year 014 - 020
Mission Day 3351 - 3357
Earth Observing-One (EO-1) General

Scheduled 128 Science Data Collection Events (DCEs) this week.
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted Hyperion solar calibration on January 19 at 02:39z

Performed instrument decontamination cycles

· Conducted Hyperion deicing on January18 at 00:25z to 15:15z

· Conducted ALI outgassing on January 18 at 00:35z to 15:25z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations
On Thursday, January 14, there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Steve Chien, Vuong Ly, Rob Sohlberg, Pat Cappelaere, Jason Stanley, and Joe Young.

Notes from this teleconference, which focused primarily on the HyspIRI IPM testbed, are as follows:

1.  Dan Mandl, Steve Chien, and Pat Cappelaere discussed the operations aspect of the HyspIRI IPM with detailed attention given to the creation, checkout, updating, and uplinking of science algorithms.  
2.  Dan Mandl reviewed the near term actions on the updated Tasks List.

3.  A demonstration of the IPM is planned for March 2010.
4.  There will be a NASA Earth Observing Missions Applications Workshop on February 1-3 in Colorado Springs, CO to further develop the application goals, objectives, and needs, as well as provide traceability to the missions and required observations and measurements.          .
5.  There will be an ESTO AIST Technology Infusion Working Group meeting in Cocoa Beach, FL on February 9-11.
On January 19, there was a Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Joerg Szarzynski, Lenny Roytman, Serhiy Skakun, Guido van Langenhove, and Joe Young.

Notes from this teleconference are as follows: 

1.  Lenny Roytman made reference to the malaria occurrence bar graph data for Namibia for years 2001-2008 he has sent and how that data can be used to help predict the occurrence in 2010.

2.  Joerg reminded the group that the European Commission Joint Research Centre (EC JRC) was very actively involved in providing support to Namibia during the recent past floods and should be kept informed on this pilot effort.
3.  Guido van Langenhove gave a detailed itinerary for a two day field trip to the northern region of Namibia during the one week workshop of January 25-29.
4.  The overall agenda for the workshop was reviewed 
5.  The technical team will assemble in Windhoek, Namibia on Sunday, January 24 for air transport to the northern region.

On January 19, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Bruce Cook, Steve Ungar, Petya Campbell, Fred Huemmrich, Larry Corp, Lawrence Ong, Nathan Pollack, David Landis, Yen-Ben Cheng, Qingyuan Zhang, Hank Margolis, Dan Mandl, Stu Frye, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  There was a discussion about the need to define what science products might be applicable to HyspIRI.  It was suggested the product lists generated for Flora and PPFT be used as a starting point.
2.  This products list is needed to support the GSFC HyspIRI Symposium on “Higher Level HyspIRI Products for Ecosystems” on May 4-5.
3.  There was a discussion about the definition of various science product Levels 1-4.  It was suggested that the definitions as given by EOS (e.g. MODIS) and the Ocean Color mission be used as a starting point.
4.  Rob Green (HyspIRI PI, JPL) is to meet on January 20 with several GSFC HyspIRI scientists from the Biospheric Sciences Branch (614.4), including Betsy Middleton, Bob Knox, Kurt Thome, and Steve Ungar, to discuss the necessary updates and revisions to the HyspIRI Science Traceability Matrices for the Spectrometer and TIR instruments.

5.  Betsy Middleton asked that an EO-1 personnel list/organization be put into the GSFC EO-1 website.
6.  Lawrence Ong discussed some of the flight operations yellow limits that somewhat recently have occurred.  In particular, these yellow limits have been for low battery voltage and elevated temperature of the ALI instrument power module.  These two issues have been studied by the FOT team and are under continuing review by them.  Currently, the conclusion is, that by putting judicious limits on the rate of images taken, by not performing X-band transmissions during orbit nighttime or too closely on emergence from nighttime, and by performing fewer instrument lamp calibration activities during orbit nighttime, these issues will not pose a problem.   

7.  The next MSO/EO-1 meeting is to be on February 2.
8.  The next GSFC Hyperspectral Interest Group meeting will be on February 8.

9.  The next HyspIRI Science Workshop will be on August 24-26.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Avoided low battery power during solar eclipses on January 15

· Analyzed celestial geometry and detected solar eclipses occurring during two consecutive orbits

· Recommended project avoid performing activities during these orbits

· Blocked out schedule on January 15 at 04:52z to 07:36z

· Conducting test engineering contacts to support effort to certify angle measurements obtained by selected USN stations

· Received request to continue effort begun last year

· Resolved conflicting requested supports with current schedule

· Conducting supports (approximately one every other day) starting on January 17 and likely to last until approximately January 28

· Continuing analysis of WARP and instrument temperatures

· Observed decline in temperatures back to 2007-2008 levels after number of images per day started to decline after November 26, 2009
· Received  data regarding number and type of images conducted each day

· Plan to use temperature and image data to construct well-defined constraints that would allow the spacecraft to conduct more images per day than current levels without jeopardizing spacecraft by performing too many images (such as week of September 17-23, 2009 in which over 200 images were scheduled)

· Received delivery of new CASPER code, officially named r5.0.1, which corrects leap second issue, maps around the most problematic bit in WARP working memory, and decreases size of instrument temperature logs

· Communicating with JPL personnel to determine schedule for implementing new code on spacecraft

Mission Planning

· Building loads for USN angle certification effort

· Constructing loads to only turn on transmitter

· Understand supports to be downlink only

· Continued ASIST SCP functional testing

· Repeated previous test cases after recent modifications to SCP code

· Observed desired behavior in each test case

· Arranging meeting with developer to discuss issue observed in expansion of RTS’s in text summary of load (which does not affect data sent to spacecraft)

· Developing scripts to automate portions of software testing

· Designing changes to modified lunar calibration sequence

· Desire to update sequence to lower power consumption levels, making sequence safer for spacecraft

· Analyzed sequence and determined lamp calibrations would be primary area of interest given ease to remove and amount of power consumed

· Analyzed telemetry during previous lunar calibrations and determined removal of both Hyperion and ALI lamp calibrations would be desirable

Flight Dynamics
· Collaborating with system administrators at JPL, USGS, and other collaborators to finalize transition of flight dynamics file deliveries to new computer

· Continued development of new tool to control whole flight dynamics processing procedure

Trending

· Contacted developer of new script to deliver data from front end to ITPS regarding log file that is getting too large

· Observed file contains entries for each break in telemetry, which occurs often since FOT only captures 10 – 15% of telemetry

System Administration
· Supporting C&A Audit

· Performed actions for Flight Software Lab Private Network

· Attended meeting with System Owner and FOT to determine admin responsibilities for the computers on the private network

· Met with developers currently in charge of a portion of the Flight Software Lab computers to discuss the private network and start testing connectivity between the computers on this network

· Scheduled and attended a meeting with the MOMS Security Team, EO-1 Data Processing Engineer and software developers to go over the security controls for all computers on the private network

· Took actions on the computers that FOT SA has administration responsibilities for on that network

· Set login security banners

· Enabled and configured session/screen lock

· Verified permissions on user accounts and removed any that were unneeded

· Verified/Configured the triggers, contents, and retention period for logs

· Manually synced system time to UTC

· Performed actions for CNE computers

· Completed the CNE security control spreadsheet for EO-1 and sent it to the security team

· Performed actions for Open IONet

· Sent necessary information to the Security Team for them to update the EO-1 equipment list and network diagram

· Researching solutions for the vulnerabilities found during the latest security scan that are not already covered by an existing POAM

· Plan to schedule a rescan after changes are made to correct these issues

· Applied the updates to all EO-1 computers on the CNE network

· Applied Windows patches from the most recent patch on January 12
· Applied Adobe Reader 9.3 patch (addresses the zero-day vulnerability mentioned last week)

GROUND AND SPACE NETWORK

Station Downtimes

Observed no station down times
Operational Discrepancies
Observed no operational discrepancies
UPCOMING EVENTS

· In late January or early February, plan to institute ASE software patch onboard spacecraft to correct for the leap second issue, the WARP Mongoose V single bit error issue, and the temperature log size issue. 

· Perform lunar calibrations

· Conduct all-instrument nominal lunar calibration on January 30 during the 18:47z umbra.

· Perform modified lunar calibration (ALI & Hyperion) two orbits later

Imagery Status

Scenes and Engineering Cals planned for week of January 14 – January 20, 2010             128
Total scenes and engineering calibrations planned for entire mission – approximately 50,953
Total Scenes:  ALI scenes in the Level 0 archive              46,586             (as of January 20, 2010)

                         Hyperion scenes in the Level 0 archive    46,339             
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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