EO-1 Weekly Status Week of December 16–December 22, 2010
Day of Year 350 - 356
Mission Day 3688 - 3694
Earth Observing One (EO-1) - General
Scheduled 117 science Data Collection Events (DCEs) the past week.  
Two EO-1ALI  images were featured in Popular Science most amazing science images of 2010.  They are shown below with links to the small articles that went along with them.  The top image below was also featured in the Huffington Post as one fo the top NASA images of 2010.  Link is also below.
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Hungary's Toxic Mess
http://www.popsci.com/science/gallery/2010-12/gallery-most-amazing-science-images-2010?image=51
http://www.huffingtonpost.com/2010/12/30/nasa-best-space-pictures-2010_n_802490.html#s216606&title=Toxic%20Sludge%20Spill%20In%20Hungary
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The aerial image on the left shows Dubai in the year 2000. On the right, Dubai today.

The Development of Dubai
http://www.popsci.com/science/gallery/2010-12/gallery-most-amazing-science-images-2010?image=15
Also, one EO-1 ALI image featured as one of the top images of 2010 in NatureNews: 
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ICE TITAN SNAPS In early August, this 250-square-kilometre chunk of ice broke off Greenland’s Petermann glacier — the largest iceberg to calve in the Arctic since 1962.
http://www.nature.com/news/2010/012345/full/4681018a/slideshow/1.html?identifier=1
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on December 24 at 04:38z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on December 20 from 00:25z to 15:15z

· Conducted ALI outgassing on December 20 from 00:35z to 15:25z

· Performed lunar calibration

· Conducted all-instrument nominal lunar calibration on December 21 during the 21:58z umbra.

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

After the successful Delay Tolerant Network (DTN) test conducted onboard EO-1, the team is looking at integrating a portion of the onboard software as a partial workaround for this problem.

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
Dan Mandl made a presentation entitled “Namibian Flood Early Warning SensorWeb Pilot” on December 15 at an American Geophysical Union meeting in San Francisco, CA.

The team is investigating how to make the Campaign Manager or alternatively named the Geographic Business Process Management System  (GeoBPMS)) operational and more robust.  This will involve rewriting the GeoBPMS and rehosting it on a separate blade which is a separate processor system on our Joyent server.  Also, we will remove the other components sharing the server which include the Flood Dashboard for Namibia, the experimental SensorWeb for Autonomous Mission Operations (SWAMO) testbed operated by Justin Rice and the Web Coverage Processing Service (WCPS).  Those functions will also be moved to other servers.  Furthermore, the blade which will host the GeoBPMS will be upgraded from Ruby on Rails version 1.2 to Ruby on Rails version 1.9 to alleviate memory leak problems that caused the system to crash or freeze.  During the past year, we have been rebooting the system often to circumvent the memory leak problem.

A meeting was held between Steve Chien, Danny Tran, Stu Frye and Dan Mandl to construct a list of things to do in order to finalize the SensorWeb software and create a package to turn SensorWeb in for the NASA Software of the Year Award.  A follow up meeting is to be held to make a more detailed list and agree on the actions.  Key activities include gathering endorsements from users and also documentation on Societal Benefits that have been derived from the use of this software.

Zoran Vojinovic, Associate Professor for Hydroinformatics and Knowledge Management Education from the United Nations Educational, Scientific and Cultural Organization (UNESCO) Institute for Water Education (IHE) sent out a competitive request for proposal for companies to supply jet ski near shore water depth measurements in Sint Maarten.  EO-1 will take simulataneous imagery and then create a ocean color algorithm to determine ocean depth.  This will be validated in reverse later when EO-1 takes an image and determines depths at certain locations.  The jet ski measurements will then be used to see how accurate the algorithm derived measurements are.  If successful, the intent is to use EO-1 to do near shore bathymetry in Sint Maarten for the complete coast, since it is to expensive to do the entire shore via jet skis.  Then this bathymetric model will be used as input to a storm surge model which will be used in the Carribean as part of an experimental storm surge early warning system.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Planned and conducted 550-s inclination maneuver at 350/13:57z to maintain spacecraft Mean Local Time (MLT) at the descending node at 10:00 am

· Observed average thruster duty cycle of 59.4%, which agrees with historical trends

· EO-1 telemetry showed that the burn went nominally

· Testing additional Norway (Svalbard) ground systems to replace SG-1 until it is green

· SG1/SG22 Hybrid is now certified for S-band supports

· Testing SG1/SG22 hybrid for S/X Band

· This station is using the SG1 back end computer system hooked up to the SG22 antenna

· The SG1/SG22 hybrid has now had 8 consecutive successful automated S- and X-band passes

· After these successful tests below the SG1/SG22 hybrid will certified for S- and X-band passes

· Test automated S- and X-band pass on December 16 at 11:05z

· Automation set up correctly

· S-band data was received

· X-band data was received

· Automated dump commands were sent

· Test automated S- and X-band pass on December 18 at 17:13z

· Automation set up correctly

· S-band data was received

· X-band data was received

· Automated dump commands were sent

· Pass on December 19 at 11:22z was preempted by another spacecraft

· Test automated S- and X-band pass on December 19 at 17:51z

· Automation set up correctly

· S-band data was received

· X-band data was received

· Automated dump commands were sent

· Test automated S- and X-band pass on December 21 at 09:21z

· Automation set up correctly

· S-band data was received

· X-band data was received

· Automated dump commands were sent

· Test automated S- and X-band pass on December 21 at 12:37z

· Automation set up correctly

· S-band data was received

· X-band data was received

· Automated dump commands were sent

· Test set up for S- and X-band pass on December 22 at 11:37z

· Test set up for S- and X-band pass on December 22 at 18:07z

· Test set up for S- and X-band pass on December 22 at 23:02z

· Test set up for S- and X-band pass on December 23 at 12:15z

· Test set up for S- and X-band pass on December 23 at 18:45z

· Test set up for S- and X-band pass on December 24 at 17:44z

· Test set up for S- and X-band pass on December 24 at 21:01z

· Test set up for S- and X-band pass on December 25 at 00:20z

· Test set up for S- and X-band pass on December 25 at 18:22z

· Test set up for S- and X-band pass on December 25 at 21:39z

· Test set up for S- and X-band pass on December 26 at 19:01z

· Test set up for S- and X-band pass on December 26 at 22:17z

Mission Planning

· Created the ATS load to be used on the December 16 maneuver

· MOPSS planning for the maneuver successfully created and sent to CMS

· CMS successfully created the ATS load and it was uploaded to the spacecraft

· On December 15 a Bullseye hard drive failed that contained the MOPSS database and MP/FD data

· This occurred after the December 14 maneuver was completed but before the December 16 maneuver was started

· The hard drive was replaced and restored in time to do the December 16 maneuver as originally planned

· Monitoring Bullseye for any problems and have seen none so far

· The SA’s are creating a daily export task for the Oracle database

· The May export was used for this restoration and then the data from normal backups was loaded for the current data

· A daily export of Oracle would reduce the time needed in the future if there is another problem

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Creating a script that will ingest the SEO file that contains the S- and X-band confirmed contacts, create backup S-band only passes, create nominal S- and X-band passes, and create the daily file needed in X-band data processing

· Testing the script and its daily file for use in normal operations and for the daily data processing

Flight Dynamics
· Performed flight dynamics planning activities for EO-1 inclination maneuvers

· Planned and created 550 second inclination maneuver that will be performed on December 16

· Performed post burn activities to determine the thrust scale factor of the maneuver

· Creating a scenario for expected end of fuel that will push our MLT later past 10:00 to check if that will give additional time before the fall of MLT to beyond 9:45 and extend imaging

· Problem with WGS tracking data discovered

· The problem is with the file sent by the newer computer to Statler2 causing the processing of WGS data to hang

· The data sent to Bullseye is continuing normally and processing correctly

· Using Bullseye tracking data files for WGS until problem is fixed

· WGS looking into the tracking data problems

· Problems seen with WGS X-band data at low elevations

· Dumped the December 21 lunar calibration on both the WPS with low elevation and at the subsequent PF1 pass to see if there was signal errors

· No errors during that low elevation WPS X-band pass

· Looking into the occasional scattering of X-band data at WGS

· Most cases seem to be confined to WGS passes between 1300z and 1400z

· Analyzing the X-band data from WGS from various elevations and times 

· Determining if the minimum elevation needs to be increased for WGS X-bands 

Trending
No change from previous week.
System Administration
· Disk failure on legacy Mission Planning system

· FOT reported that the script used to purge the database had hung and that the system was not able to open new terminals.

· Troubleshooting confirmed that the issue was a bad disk.

· The drive was replaced by a spare.

· Initialized/formatted the new drive.

· Recreated the file systems and mount points.

· Restored the /software and /nteo1 partitions from the routine TAR backups.

· Finished working with DBAs to repair/restore the Oracle database.

· Updated the DTN Firewall rule request on the Open IONet firewall. 

· This rule was approved and implemented.

· Configured PatchLink to run via cron job on all systems that were not already configured this way.

· Created a cron job to start/stop PatchLink weekly.

· Disabled PatchLink from starting on boot since it is now handled by cron.

· Met with EO-1 and MMS personnel to discuss the possibilities for the EO-1 MOC move.

· Continued creating images of operational computers.

· Imaged two of the ASPEN computers.

· Delivered the December POAM update to the security team.

· Still gathering information for the new ClamAV (antivirus) POAM.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance.
Operational Discrepancies
· SGS pass on December 19 at11:22z was pre-empted by another spacecraft.  As a result, two images were lost.

· FOT was notified of this change on December 19 at 09:24z

UPCOMING EVENTS

· Next inclination maneuvers to be in beginning to mid February and will be approximately 600 sec in duration
· There will be a lunar eclipse on January 4, 2011 for two orbits.
Imagery Status

Scenes and Engineering Cals planned for week of December 16-December 22, 2010     117
Total scenes and engineering calibrations planned for entire mission – approximately 57,603
Total Scenes:  ALI scenes in the Level 0 archive              52,952                (as of December 22, 2010)

                         Hyperion scenes in the Level 0 archive    52,700               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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