EO-1 Weekly Status Week of August 12–August 18, 2010
Day of Year 224 - 230
Mission Day 3562 - 3568
Earth Observing One (EO-1) - General
Scheduled 147 science Data Collection Events (DCEs) the past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on August 18 at 07:05z
· Performed instrument decontamination cycles

· Conducted Hyperion deicing on August 16 from 00:25z to 15:15z

· Conducted ALI outgassing on August 16 from 00:35z to 15:25z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On August 12, a telecon was held among NASA members of an ad hoc working group whose purpose is to interact with the Open Geospatial Consortium (OGC).  There was developed a list of activity work items for OGC to include in the upcoming OGC Web Services testbed number 8 (OWS-8) that would benefit NASA.  NASA Headquarters (Steve Berrick) will prepare a letter to be sent to OGC that contains these work items. 

On August 13, the GSFC team working on the Delay Tolerant Network (DTN) traveled to Wallops to meet with ground network personnel.  This was the first meeting and was primarily a data gathering and technical interchange meeting concerning new DTN nodes that will be deployed at GSFC and Wallops. The figure below depicts the target configuration for the test.  This effort  ia being led by Jane Marquart/582 and being implemented by Jerry Hengemihle and Rick Mason of Microtel.
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Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Rebuilding one T&C computer to act as fourth-string T&C workstation for real-time operations

· Re-verifying that fourth-string T&C can operate as primary T&C after benchmarking was completed and level-0 processing has been verified

· Looking into the proposed Delay Tolerant Networking (DTN) experiment

· Verifying the ability to support the experiment and its impact on normal operations

Mission Planning

· Continuing testing of ASIST SCP to replace legacy CMS mission planning software

· RTS and other normal functions being tested in preparation for continued SCP testing

· Working with JPL to set up another demonstration of ASPEN for the new FOT members

Flight Dynamics
· Studying locations of WPS I & Q channel switching

· A couple passes in the last month have had their data switching between I & Q channels which is reminiscent of when a gear had a chip on a tooth in previous years

· Determining locations, azimuth and elevation of when the channel switching begins on each pass that was affected

· Preliminary results show this is occurring at around 90 and 270 degrees, at the edge of the masking for WPS

· During these passes when the elevation dips below 10 degrees ( the maximum elevation on these passes is about 12 degrees ) the data switching begins

· Working with WPS for cause of the data switching

· Preliminary results point to foliage scattering parts of the signal

· Continued the Statler2 ground station tracking data verification

· Continuing tests show the PF1, PF2, and SGS all coming through as correct based on tracking data files we receive on Target

· Testing and comparing Target and Statler2 Wallops tracking data directly

· The differences in the normal data points is within specifications for data

· Only other concern is the 54 m/s spikes in the data, which have been reduced in this past week

· Continued remaining fuel estimates and burn times to determine last burn times

· Preliminary results show the end of fuel will be in the August – September 2011 time frame

· All indications from other missions that have used this same fuel determination method as EO-1 is that there is more fuel than what the calculations provide

· Conducting tests to determine the best burn schedule to use for the remaining fuel

Trending
· Troubleshooting reported data corruption on hard disk(s)

· Continued data playback and capture for 2003 data

· 75% of 2003 data is in ITPS

· Researched recent GPS parity B hardware error message

· GPS limit trip consistent with historical GPS trending

System Administration
· Continued working with EO-1 Tech Engineer to configure the new data processing (DPS) computers.

· Continued researching/troubleshooting a workaround to allow limited user accounts to write to and read from the DLT tape drive.

· Changing permissions on /dev/nst0 and /dev/st0 worked but the permissions were reset during a reboot.

· Edited the “udev” file to give the limited users read and write access at boot time.

· The permissions were correct on /dev/st0 but not /dev/nst0.

· Research on this issue continues.

· Continued working with EO-1 Tech Engineer to configure the new front end (FEDS) computers.

· Used old ground station files to test ingesting of the data.

· Simulated a pass by processing station data on the new FEDS and sending it to an ASIST workstation to be displayed.

· The next step will be to send commands from the ASIST station to the new FEDS.

· Supported the IONet security team in scanning the EO-1 systems for the upcoming audit.

· The scan found 9 High and 3 Medium vulnerabilities.

· Waivers were already submitted (after the last audit scan) for 8 of the Highs and all 3 Mediums because they are on legacy systems with unsupported operating systems.

· The new high vulnerability was with our printer. Currently researching possible solutions for this issue.

· Attended the C&A audit scheduling meeting.

· Adjusted the password complexity on the RedHat 5 computers so that 1 of each category (uppercase, lowercase, number, special character) is required for new passwords.

· FOT reported an issue with FTP on one of the legacy mission planning computers. The inetd server was restarted in order to restore the functionality.

· Continued working with FOT to document the connections into and out of the MOC computers. This includes file transfers to and from the EO-1 systems.

· Installed the Windows patches for August on the CNE computers.

GROUND AND SPACE NETWORK

Station Downtimes

· None
Operational Discrepancies
· Loss of image at PF1 on August 16 at 05:39z 
· No images lost from lost pass at PF2 on August 16 at 20:38z 
UPCOMING EVENTS

· Next lunar calibrations to be August 25
· Next inclination maneuvers to be on August 31 and September 2
Imagery Status

Scenes and Engineering Cals planned for week of August 12-August 18, 2010      147
Total scenes and engineering calibrations planned for entire mission – approximately 55,482
Total Scenes:  ALI scenes in the Level 0 archive              50,917                (as of August 18, 2010)

                         Hyperion scenes in the Level 0 archive    50,665               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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