EO-1 Weekly Status Week of September 3 – September 9, 2009

Day of Year 246 - 252
Mission Day 3218 - 3224
Earth Observing-One (EO-1) General

There were 194 Data Collection Events (DCEs) scheduled this week:
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted ALI internal calibration (Type II) on September 7 at 00:00z

Performed lunar calibration

· Conducted all-instrument nominal lunar calibration on Saturday, September 5 during the 05:24z umbra.

· Performed modified lunar calibration (ALI & Hyperion) two orbits later

· Used scans that were parallel to sunlight terminator line since similar orientation had been requested earlier by mission scientist and orientation would not cause AST to be occulted this month (typically causes occulting)

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, September 3 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Vuong Ly, Jason Stanley, Rob Sohlberg, Walt Truszkowski, and Joe Young.

Notes from this teleconference are as follows:

1.  The main topics of discussion were identifying the material to be presented at the upcoming AIST 2005 Final Review on 17 September and the AIST 2008 Interim Review on 18 September.  The following notes identify specific material that was discussed for each review.
2.  AIST 2005 – Dan Mandl will show accomplished developments in the areas of Campaign Manager, Level 1G data generation, atmospheric correction computation, data distribution automation, and pilot IT security strategy.

3.  AIST 2005 – Rob Sohlberg will show development of science requirements.

4.  AIST 2005 – Various people will show status of infusion efforts in the areas of Fire SensorWeb Pilots, Flood/Disease SensorWeb Pilots, CEOS & GEOSS activities, World Bank participation, SERVIR collaboration, and OGC Webservices 4 and 5 testbeds.

5.  AIST 2005 – Assessment of specific activities and costs to upgrade the technologies to TRL 7.

6.  AIST 2008 - Vuong Ly and Jason Stanley are to present a demo of the HyspIRI IPM testbed utilizing SWAMO and SpaceCube.
7.  AIST 2008 – Rob Sohlberg will show development of science requirements.

8.  AIST 2008 – HyspIRI infusion effort will be shown.
9.  AIST 2008 – Utilization of WCPS will be shown.

10. AIST 2008 – Pat Cappelaere will synopsize the Nereids effort.

11. In addition, there was discussed the availability of 12-15 years of rain gauge and river flow meter data for regions in Namibia, Africa that is possessed by Guido van Langenhove and having the data sent to GSFC for analysis and transformation into a most useful displayable form.  Also, we will add a page on the EO-1 SensorWeb page to enable the storing of this data online.
On Tuesday, September 8, there was a Flood/Disease SensorWeb collaborators teleconference.  
Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Joerg Szarzynski, Serhiy Skakun, Guido van Langenhove, Fritz Policelli, and Joe Young.

Notes from this teleconference are as follows: 
1.  Joerg Szarzynski thanked Stu Frye for his support in supplying SensorWeb satellite observations of flooding in Burkina Faso and Senegal.

2.  Lenny Roytman and Joerg discussed the issue of the lack of success in getting the Namibian Health Ministry, and in particular Dr. de Vries, to agree to participate in the Namibian Flood/Disease SensorWeb Pilot effort.
3.  Joerg stated that he would contact the Namibian ambassador to Germany and enlist his assistance in getting the cooperation of the Namibian Health Ministry.
4.  Stu Frye suggestion was accepted that a follow-up contact be made with the Namibian UN ambassador on the same subject.

5.  Joerg stated that a World Health Organization representative and the two above identified ambassadors will be invited to the October workshop in Bonn.
6.  Dan Mandl discussed Draft 2 of a White Paper that is in preparation.  The document describes an effort that consists of identifying and prototyping technology which enables the rapid gathering and dissemination of both space-based and ground sensor data and data products for the purpose of flood disaster management and waterborne disease management.

7.  Guido van Langenhove, Namibian Hydrology Department, discussed the network of rain gauges and river flow meters that exists in Namibia and the archive of data he possesses and agreed to send the data to Dan Mandl.  
8.  Guido commented on the accuracy of the Zambezi River flood model he possesses.  Fritz Policelli offered to send Guido additional versions of the model that can be used for verification purposes.  Fritz commented that the version of flood model Guido referred to appears to anticipate flooding in advance of when actual flooding occurred. 
9.  Joerg, Dan, and Guido discussed the possibility of a trip to Namibia sometime during the January-March 2010 time period for the purpose of conducting a workshop.
10. Guido discussed a recent EU Water Resource Management call for proposals.  He is to send link to the call.
11. Stu and Joerg discussed the problem that has been encountered in acquiring images of the aftermath of the recent earthquake in Indonesia.  Part of the problem seems to come from the fact that the Indonesian government has not asked for International help.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Spacecraft state of health is currently nominal.

· Continued study of star-tracker performance

· Writing report discussing findings of FOT

· Delivering both data and report to subsystem engineer for further analysis

· Anticipate delivering data and report this week, and plan to distribute report to other EO-1 personnel

· Recovering from hardware failure on backup T&C workstation
· Conducting testing of rebuilt system

· Completed successful testing of software used to conduct passes via automation

· Completed successful testing of auxiliary scripts used by FOT for real-time operations

· Discovered error in configuration of distribution file used for routing of data from front end to real-time computers

· Planning to test new configuration this week

· Using development T&C workstation as emergency backup in case other T&C units fail while backup is being tested

· Continued rebuild of T&C workstation that will serve as standalone processing station for support engineer

· Continued testing of T&C workstation capabilities

· Completed successful testing of main T&C workstation capabilities, including receipt of telemetry, conveyance of commands, and operation of automation scripts to conduct passes

· Discovered error in operation of tool used by FOT to facilitate modifying real-time automation schedule

· Troubleshooting issue, which is not present in prime and backup T&C workstations, but is present on this computer

· Planning to test delivery of files using automated file handler this week

Mission Planning

· Scheduling supports on September 10 and September 12 with White Sands ground antenna to assist troubleshooting being performed regarding tracking data generated by ground station

· Placing passes in schedule such that events will not conflict with other activities

· Building loads to enable S-band transmitter while over location, enabling two-way Doppler data

· Planning to not receive any telemetry from passes 

Flight Dynamics
No change from previous report

Trending

No change from previous report

System Administration
No change from previous report
GROUND AND SPACE NETWORK

Station Downtimes

· Received notification that PF1 was experiencing network outages that affected ability of station to conduct passes, lasting from September 4 to September 6

· Received notification that PF2 was experiencing network outages that affected ability of station to conduct passes, lasting from September 4 to September 6

· Received notification that HGS is red, effective starting September 7 (ETRO is unknown)

· Conducting passes with SGS without noticeable loss in services, despite numerous yellow issues

Operational Discrepancies
· Missed S-band telemetry and X-band science data during pass with PF1 on September 4 at 21:56z due to network outages

· Lost five images due to loss of support

UPCOMING EVENTS

Anticipate conducting next pair of inclination maneuvers in approximately one month

· Plan to determine exact timing of maneuvers next week

Planned software patch to onboard ASE r5 code

· Coordinating with JPL personnel for timing as to when patch can occur
· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Imagery Status

Scenes and Engineering Cals planned for week of September 3 – September 9, 2009             194
Total scenes and engineering calibrations planned for entire mission – approximately 48,029
Total Scenes:  ALI scenes in the Level 0 archive              43,795 (as of September 9, 2009)

                         Hyperion scenes in the Level 0 archive    43,548
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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