EO-1 Weekly Status Week of September 24 – September 30, 2009

Day of Year 267 - 273
Mission Day 3239 - 3245
Earth Observing-One (EO-1) General

Scheduled 174 science Data Collection Events (DCEs) this week

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument decontamination cycles

· Conducted Hyperion deicing on September 28 from 00:25z to 15:15z

· Conducted ALI outgassing on September 28 from 00:35z to 15:25z

Performed instrument calibration

· Conducted Hyperion solar calibration on September 29 at 09:59z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

Ashley Davies/JPL went to the Erta Ale lava lake in Ethiopia (August 2009) and obtained contemporaneous nighttime infrared images of the lava lake and Hyperion and ALI data.  The data will, in part, be used to validate components of the Volcano SensorWeb that automatically process Hyperion data to quantify thermal emission.  The lava lake was about 65 m in diameter, and was very active.  It was extremely hot in the Danakil depression, where the volcano is located - daytime temperatures reached 56 C (133 F).  Figures 1, 2 and 3 show the lava lake, Ashley Davies and the FLIR imager, and a daytime Hyperion image obtained three days earlier.
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Figure 1  Erta Ale (Ethiopia) lava lake                      Figure 2  Ashley Davies and FLIR thermal imager
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Figure 3  Hyperion image (August 27, 2009) on left and detail on right of Erta Ale lava lake

On Thursday, September 24 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Jason Stanley, Rob Sohlberg, Vuong Ly, and Walt Truszkowski.
Notes from this teleconference are as follows:

1.  Team discussed status of moving ALI & Hyperion processing from commercial servicer to the new GSFC B23 web server.
2.  Pat Cappelaere described recent successes in computing Top of Atmosphere (TOA) reflectance for Hyperion using an algorithm developed by Steve Ungar.  Next step in this sequence is to finish the implementation of the ATREM code supplied by Bo-Cai Gao, from NRL, to compute the atmospheric correction for Hyperion data.

3.  Pat Cappelaere discussed progress on the upgrade effort to integrate the Campaign Manager tasking data delivery service with the WCPS algorithm inventory.

4.  Jason Stanley reported on new performance numbers for SpaceCube-2 runs at WVHTF.

5.  Rob Sohlberg and Dan Mandl discussed increasing the details for our AIST science requirements.  In the short term, Rob will construct a strict definition set for science attributes.  
Ignition Fund Activity
There was a telecon on 30 September with the Ignition Fund team.  The Ignition Fund grant is a $50K award to the EO-1 team from the Innovative Partnerships Program (IPP) to fund the Nereids mission concept mission formulation and instrument design analysis.  Nereids is a three satellite constellation that will provide daily repeat coverage of any single chosen point on earth.  The team discussed the set of four different orbital models provided by Wallops Flight Facility and ATK.  Brandywine Optics provided tables of information on telescope options and detector options including read-out mechanisms.  Science requirements for Nereids are being funded separately by an IRAD award to Fritz Policelli.  The IPP final report is due early November 2009 at which point we expect to perform an Integrated Design Lab run for Nereids funded by a FY 2010 IRAD award.

The GSFC Technology Office has requested the EO-1 team to submit a proposal to fly the Nereids instrument on the International Space Station (ISS).  A five page proposal overview is due to the ISS Payload Evaluation Board on October 8. 

CEOS/GEO Support

The EO-1 team was asked to support the CEOS WGISS meeting to occur in Pretoria, South Africa on September 28 – October 1.  Four topics were required to be covered as defined by Martha Maiden, WGISS chairperson (NASA HQ).  The four topics were (1) Caribbean Flood Pilot status, (2) Namibian Flood/Disease SensorWeb activity, (3) proposal for near real-time satellite data sets to be provided on-line by CEOS members as recommended by the WGISS at the GEO Plenary, and (4) a demo of WGISS accomplishments by CEOS for GEO.  The EO-1 team participated in a telecon from the Washington, D.C. area to the live meeting being held in Pretoria.  The team received a go-ahead to prepare a video/demo to be shown at the October CEOS SIT meeting.  At that meeting, approval will be sought for the video/demo to be shown at the CEOS Plenary meeting in Thailand on 3-5 November 2009.  The ultimate goal for the video/demo is to showcase CEOS accomplishments in use of satellites in disaster management at the GEO Plenary meeting in Washington, D.C. on 17-18 November 2009.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Spacecraft state of health is currently nominal.

· Continued study of star-tracker performance

· Scheduling another teleconference with Lockheed Martin subsystem engineer to further discuss findings

· Standardizing configuration and distribution files used to define telemetry flow between front end and T&C computers

· Continuing testing of playback data

· Continued rebuild of T&C computer that will serve as standalone processing station for support engineer

· Discovered error in operation of tool used by FOT to facilitate modifying real-time automation schedule

· Refined understanding of root cause of problem, believed to be interaction of processor settings/speed and Perl that affects how lines that contain multiple assignments are handled

· Determined use of such syntax to be unstable and therefore problematic

· Plan to search all Perl code in use on T&C computers for such syntax and replace with standard syntax

· Continuing study of battery telemetry to improve monitoring state of health of power system

· Determining improved approach to study battery performance given low data capture rate since solid-state recorder anomaly in 2006

· Performed analysis of impact of pandemics on spacecraft operations at request of NASA

· Aware of trigger that causes spacecraft to go to safe hold if no command has been received in 7 days

· Plan to utilize GSFC and/or JPL automation to ensure commands continue to be sent to spacecraft if MOC is unmanned due to such events

· Anticipate MOC being able to continue to send commands to spacecraft for up to two weeks if threat of pandemic becomes imminent, with limit of two weeks being due to schedule files from White Sands only containing seven days of information

· Assuming operations not being impacted by network outages or ground station problems in this analysis, both of which may be problems in a pandemic

· Plan to use notional GN support times in MOC automation schedule if operations are expected to be affected for more than two weeks

· Determined that software issues in MOC limit unmanned operations to approximately one month

Mission Planning

· Continued supports with White Sands ground antenna to assist troubleshooting being performed regarding tracking data generated by ground station

· Received notification that the effort is nearing completion

· Continued effort to use EO-1 to support LCROSS lunar impact on October 9, 2009

· Performed further analysis of command sequence and determined that performing lunar calibration during desired time window would cause a dangerously low battery state of charge

· Determined spacecraft can safely image moon approximately 70 minutes after lunar impact

· Received data from LCROSS mission indicating that the plume resulting from the lunar impact will not be present 70 minutes after impact

· Reported findings to both EO-1 and LCROSS projects and inquired if EO-1 lunar images still desired
Flight Dynamics
· Performed planning of slews necessary to image moon during LCROSS lunar impact
Trending

· Ingesting old telemetry available on backup front end computer using archive tapes

· Contacted software developer regarding problem in which window services required by ITPS stop running, regardless of reported state of such services

· Requested cost of update to EO-1 installation of ITPS to include handling of pseudo-telemetry

· Compiled and delivered pseudo-telemetry definition files
System Administration
· Troubleshooting problem in which the ITPS system was no longer receiving data from the Front End Data System (FEDS) or Data Processing System (DPS) computers.

· Attempted to restart the FEDS_SERVICE but received an error saying the service was no longer responding, despite service being reported as still running

· Rebooted system since the services, GUI, and “net start/stop” commands could not control that service

· Observed nominal performance after reboot

· Monitoring the issue—since this is a Windows box a periodic reboot may be warranted

· Working with FOT to troubleshoot an issue with PERL on the ASIST computers in which all computers are running the same OS, kernel build, and Active PERL version but the behavior is different

· Observed some workstations required extra PERL modules in order to run the EO-1 automation scripts

· Observed some workstations had to have small code changes regarding multiple assignment lines in order to run one automation tool correctly

· Installed SNAS 9.1 on the two new Flight Dynamics computer

· Migrated user certificates/credentials from the previous installation

· Continued configuring Cygwin on the backup Flight Dynamics computer

· Installed and configured packages for shells, mail, etc. that are used by FOT scripts

· Migrating scripts from the prime FD computer to the backup

· Duplicating directory structures that are referenced in script.

· Plan to use this computer to troubleshoot the Cygwin cron issues that exist on the prime machine

GROUND AND SPACE NETWORK

Station Downtimes

· Received notification that HGS is red, effective starting September 7 (ETRO is unknown)
Operational Discrepancies
· Observed no operational discrepancies during this report period
UPCOMING EVENTS

Performing lunar calibration

· Conduct all-instrument nominal lunar calibration on Sunday, October 4 during the 17:23z umbra.

· Perform modified lunar calibration (ALI & Hyperion) two orbits later

Plan to conduct inclination maneuvers to maintain spacecraft MLT on October 13 & 15

Planned software patch to onboard ASE r5 code

· Coordinating with JPL personnel for timing as to when patch can occur
· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Imagery Status

Scenes and Engineering Cals planned for week of September 24 – September 30, 2009             174
Total scenes and engineering calibrations planned for entire mission – approximately 48,581
Total Scenes:  ALI scenes in the Level 0 archive              44,294 (as of September 30, 2009)

                         Hyperion scenes in the Level 0 archive    44,047
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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