EO-1 Weekly Status Week of September 17 – September 23, 2009

Day of Year 260 - 266
Mission Day 3232 - 3238
Earth Observing-One (EO-1) General

There were 202 Data Collection Events (DCEs) scheduled this week which is a new record number of collects that is attributable to a recent implementation of the onboard ASE release 5 software and corresponding ground system upgrades.
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted ALI internal (Type I) calibration on September 21 at 01:19z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, September 17 there was an ESTO AIST 2005 SensorWeb Final Review supported by team members Dan Mandl, Stu Frye, Pat Cappelaere, and Rob Sohlberg and chaired by Steve Smith with assistance from the ESTO staff.  Presentation of the 87 charts was well received.  At the end of the presentation, Karen Moe requested updates to the charts, depicting relationships between the CEOS Working Group and GEO task assignments, which are to be presented at the upcoming WGISS meeting in Pretoria, South Africa on September 28 – October 1, 2009.
On Thursday, September 17, there was held a teleconference with the Caribbean Flood Pilot steering committee that was chaired by Stu Frye.  The agenda included discussions about the five flood mitigation projects to be undertaken as joint teams consisting of national partners from the Caribbean region and value added providers from NASA, SERVIR, Canadian Space Agency/MDA, ASI, and ESA.  Also discussed was sponsor funding for national partners to attend the UN-SPIDER workshop in Bonn, Germany in October where a Caribbean Flood Pilot splinter session will be held.  Sponsors include the USAID, World Bank, UN, and others.  The next meeting in the Caribbean will be a status meeting in Jamaica on December 7-11 in conjunction with a regional Disaster Management workshop.   
On Friday, September 18 there was an ESTO AIST 2008 SensorWeb 3G Interim Review supported by team members Dan Mandl, Stu Frye, Pat Cappelaere, Rob Sohlberg, Vuong Ly, and Jason Stanley and chaired by Karen Moe with assistance from the ESTO staff.  Vuong Ly and Jason Stanley presented a live demo of the WCPS, SWAMO, and cFE running on the SpaceCube-2 processor sitting at the WVHTF office in Fairmount, WV.  The bulk of the presentation was derived from the HyspIRI Science Workshop held on August 9-11, 2009.  Karen Moe requested Dan and Stu put together a demo of the end-to-end SensorWeb capability as it relates to disasters for presentation at the WGISS meeting in Pretoria, South Africa on September 28-October 1.  For the following five days, they worked with Andrew Eddy, consultant to CSA supporting the CEOS SIT, to construct the narrative for a five minutes demo/video that would highlight the breadth of the CEOS contribution to GEO tasks.  This demo/video could be shown at the upcoming CEOS Plenary session in early November and at the GEO Plenary session November 21-23 in Washington, D.C.
On Tuesday, September 22, there was a Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Pat Cappelaere, Guido van Langenhove, Felix Kogan, and Joe Young.

Notes from this teleconference are as follows: 
1.  Dan Mandl is to update the White Paper to include new activities such as comparing Namibian ground flood data with satellite data and summarizing ground data Guido van Langenhove will be providing.  A link is to be setup in the GSFC EO-1 website for Guido to input his ground data.
2.  Guido van Langenhove discussed difficulties in obtaining a commitment from the Namibian Health Ministry in supporting our SensorWeb activities.  Guido is to request from Dr. de Vries times that would be amenable to him for a telecon to discuss their involvement.  In addition, he is to work with Joerg Szarzynski to contact the two Namibian ambassador to the UN and Germany, that they have met with previously, to request that they exert pressure on the Health Ministry for their collaboration.  
3.  Dan Mandl is to contact Fritz Policelli and request that he work with the flood prediction modelers and send Guido a detailed description of the model results he recently received. 
4.  Felix Kogan stated how important it is to involve the Namibian Health Ministry in validating his malaria prediction model.
5.  Dan is to contact Joerg Szarzynski about finalizing the White Paper.
6.  It was agreed to have the UN send an invitation to the Namibian Health Ministry to have someone attend the October UN-SPIDER workshop.

7.  Dan is to send Felix email addresses of attendees at the August UN-SPIDER workshop.

8.  Guido discussed getting a $200K grant to do flood mapping and how he is guiding the scope of the grant to include our work.  However, the timing of the proposed kickoff meeting for the grant is to occur late October or early November which is too soon for our team member(s) to attend.  

9.  Guido is to send the Project Proposal for the flood mapping effort.

10. There was discussion with Guido about having a meeting in Namibia in January or February 2010 for our SensorWeb effort.
11.  Stu Frye and Lenny Roytman had a discussion about a contact from Cuba, Cuba’s interest in the Caribbean Flood Pilot project, and the need to invite a representative from Cuba to the October UN-SPIDER workshop.
On September 22, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Lawrence Ong, Nathan Pollack, David Landis, Lawrence Corp, Yen-Ben Cheng, Qingyuan, Steve Ungar, Dan Mandl, Stu Frye, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  There was a discussion about how to proceed with the atmospheric correction activity.  Pat Cappelaere volunteered to execute the ATREM program using Level 1R Hyperion data from the Railroad Valley cal site.
2.  There was a discussion on the LCROSS flight project request for a lunar image on October 9 at the time of their impact on the moon.  The EO-1 FOT is preparing this acquisition as a normal lunar cal but has some concerns about the timing of the acquisition which is to occur at the end of that orbit’s umbra and will result in EO-1 entering full sunlight still pointing at the moon.
3.  Betsy Middleton discussed the letter to Headquarters that is being prepared in response to questions posed by the Senior Review panel following the EO-1 review.  The letter is due at Headquarters on September 29.  
4.  It was agreed that there is a need to add an “Endorsement” category to the GSFC EO-1 website so that such information received from EO-1 data users can be posted there.
5. It was agreed to update the EO-1 End of Mission Plan document prior to March 31, 2010 as requested by the Senior Review panel.
6.  Steve Ungar gave a presentation on generation of Top of Atmosphere (TOA) reflectance.
7.  There was a discussion on how to construct a scene ID list of all EO-1 acquisitions that contain EOS and GEO cal targets.  David Landis volunteered to construct the scene ID list based on the EOS and GEO coordinates Petya Campbell will send him.
8.  There was a discussion about the need to obtain the SRTM 30m DEM to use in the GSFC Level 1G data processing so as to be consistent with USGS processing.  EO-1 initiated a request in January 2009 for approval to obtain the 30m DEM for use in EO-1 data processing.  John Labreque from NASA HQ sent a letter this week stating that our request was in the office of the Associate Administrator for Science.
9.  Dan Mandl is to give a talk in Boston on October 27 at the EOS Science Data System Working Group meeting on our fire SensorWeb effort in Puerto Rico.  
10. Dave Landis discussed categorizing the disaster scenes contained in the MSO EO-1 database of images by incorporating the comments field that is in the USGS/EROS inventory database and searching for key words.
11. Bo-Cai Gao, from NRL, has a task from the MSO to customize the ATREM atmospheric correction program for Hyperion data.  He will present a brown bag luncheon seminar on hyperspectral atmospheric correction on Thursday, September 24.
12.  Stu Frye reported that we are now receiving 60-80 EO-1 tasking requests per week from the general public but have been able to image only 8-12 requests per week.
13.  Betsy stated that at the next meeting, on October 6, we are to focus on reviewing a list of EO-1 tasks and assign priorities to them with the highest priority items assigned people to work on them.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Spacecraft state of health is currently nominal.

· Continued study of star-tracker performance

· Began discussion of star tracker data with Lockheed Martin development engineer

· Believe threshold used in signal level calculations has been set to zero throughout mission

· Believe available documentation does not provide accurate figures for least significant bit values for magnitude and magnitude errors

· Standardizing configuration and distribution files used to define telemetry flow between front end and T&C computers

· Testing new arrangement

· Completed successful testing of real-time data

· Continuing testing of playback data

· Continued rebuild of T&C computer that will serve as standalone processing station for support engineer

· Discovered error in operation of tool used by FOT to facilitate modifying real-time automation schedule

· Determined cause is due to difference in Perl configurations affecting how lines that contain multiple assignments are handled

· Began study of battery telemetry to determine state of health of power system

· Observed some battery telemetry not being correctly parsed by ASIST

· Researching if lunar calibrations act to recondition battery

Mission Planning

· Scheduled supports on September 18 and 21 with White Sands ground antenna to assist troubleshooting being performed regarding tracking data generated by ground station

· Placing passes in schedule such that events will not conflict with other activities

· Building loads to enable S-band transmitter while over location, enabling two-way Doppler data

· Receive no telemetry from passes by design

· Began testing of ASIST Stored Command Processor (SCP), which is to replace the Command Management System (CMS) for building spacecraft Absolute Time Sequence (ATS) command loads from Unprocessed Daily Activity Plan (UDAP) files

· Developed suite of test cases while writing SCP test plan

· Began testing of initial test cases while completing test plan

· Noticed only differences in headers of command files

· Researching if differences would have any impact

· Continuing to write test plan

· Continued effort to use EO-1 to support LCROSS lunar impact on October 9, 2009

· Planning to perform lunar calibration sequence during impact window

· Developing timeline to be used when conducting lunar calibration sequence

· Determining desired timing of Hyperion image in collaboration with LCROSS science team 

Flight Dynamics
· Updated masking file used for PF1 based on data from ground station

· Anticipate minimal impact on operations

Trending

No change from previous report

System Administration
· Continued effort to resolve problems with data playback to the ASIST workstations

· Worked with front-end computer support engineer to update the contents of the distribution files located on the Front End Computers and Data Processing computer

· Updated the SGSE.config file on each ASIST workstation was updated—this file assigns IDs to all of the workstations

· Added the IDs for the data processing computers

· Obtained 5 computers that were due to be excessed by other missions

· Plan to use these computers as spares in case a computer needs to be replaced or an extra computer is needed for a new project/functionality

· Installed Fedora on each computer to test its hardware before accepting it as a spare

· Created backup scripts for the 3 ASPEN computers and 2 new data processing computers

· Tested successfully the backup scripts

· Continued CIS Benchmarking effort

· Studying the Windows XP benchmark settings and making note of the settings which can be safely implemented on the new Flight Dynamics computers

· Plan to start work on backup Flight Dynamics computer when study is completed of the benchmark document

GROUND AND SPACE NETWORK

Station Downtimes

· Received notification that network connections between SGS and NASA were experiencing difficulties

· Experienced loss of real-time support on September 22 at 11:59z due to network outage, which lasted from 08:25z to 17:50z on September 22. 

Operational Discrepancies
· Failed to receive telemetry in MOC during SGS support on September 21 11:59z due to SGS-NASA network difficulties

· Missed only S-band data since support did not have X-band service scheduled

· Anticipate post-pass delivery of data captured at SGS during this pass

UPCOMING EVENTS

Will support LCROSS mission by observing lunar impact of module on October 9

Plan to conduct inclination maneuvers to maintain spacecraft MLT on October 13 & 15

Planned software patch to onboard ASE r5 code

· Coordinating with JPL personnel for timing as to when patch can occur
· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Imagery Status

Scenes and Engineering Cals planned for week of September 17 – September 23, 2009             202
Total scenes and engineering calibrations planned for entire mission – approximately 48,407
Total Scenes:  ALI scenes in the Level 0 archive              44,097 (as of September 23, 2009)

                         Hyperion scenes in the Level 0 archive    43,851
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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