EO-1 Weekly Status Week of October 15 – October 21, 2009

Day of Year 288 - 294
Mission Day 3260 - 3266
Earth Observing-One (EO-1) General

Scheduled 153 science Data Collection Events (DCEs) this week.
On October 21, Dan Mandl provided updates for the Health Applications section of the report of CEOS to GEO in preparation for a presentation at the CEOS plenary and subsequent delivery to GEO prior to the GEO plenary.
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration
· Conducted ALI internal calibration (Type I).

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, October 15 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Rob Sohlberg, Vuong Ly, Jerry Hengemihle, Fritz Policelli, and Joe Young.
Notes from this teleconference are as follows:

1.  Dan Mandl and Vuong Ly discussed the purchase of additional disk space for the B23 workstation to store EO-1 ALI and Hyperion Level 0 data with Dan agreeing to buy an 8 TB RAID storage array and two or three external hard drives for back-up.
2.  Jerry Hengemihle stated that a Leon controller will be interface with the HyspIRI spacecraft bus for the SpaceCube 2 processor. 
3.  Jerry prepared a description of IPM testbed software activities from the flight software perspective and sent it to the group.
4.  Stu Frye and Jerry discussed use the WARP RAM to record EO-1 telemetry as part of an experiment to test the DTN protocol on EO-1.
5.  Dan Mandl is to give a presentation at Northeastern University on October 28 in Boston on Puerto Rico forest fires in relation to our SensorWeb testbed work.

Caribbean Flood Pilot

On October 20, there was a meeting of Caribbean national partners and satellite providers in Bonn, Germany prior to start of the UN-SPIDER Workshop on October 21.  At this meeting five flood mitigation projects were assessed and teams were defined to conduct each project.  The five projects are as follows:
Project 1
Coastal Erosion Monitoring and Coastal Decision Support Tool (focussed on impact of extreme weather events on coastal erosion)

National sites: Barbados, Grenada, Saint-Lucia (sea level rise)

 

Project 2
Urban Flood Mitigation (focus on high resolution issues in urban context)

National sites: BVI (Road Town), Barbados (Spicetown, Bridgetown), Jamaica (East central island, St-Andrew’s and St-Catherine’s parishes), Saint-Lucia (Castries), Grenada (St-Georges)

 

Project 3
Flood Vulnerability Mapping (with local focus)

National sites: BVI (Capoons Bay Watershed, Pockwood Pond, Great Harbour), Barbados (island wide), Grenada (island wide), Saint-Lucia (island wide), Jamaica (western island/agricultural areas)

 

Project 4
Ecosystem Monitoring for Flooding and Landslides (focus on sensitive areas and landslide prediction)

National sites: Barbados (Scotland Area), Jamaica (Hope River Valley for river bank migration, island wide for wetlands monitoring and links to extreme weather events), Saint-Lucia (John Compton Dam in Roseau)

 

Project 5
Integration of Satellite Data into Local Operational Flood Warning and Response Systems

National volunteers: Saint-Lucia, all others?

Most of the discussion centered around the five projects concerning the structure and organization of the project teams, roles and responsibilities of the participants, data and resource needs, and schedule for completion.
UN-SPIDER Workshop

On October 21-23, a UN-SPIDER Workshop, organized by United Nations Office for Outer Space Affairs (UNOOSA) and the German Aerospace Center (DLR), was held in Bonn that focused on Disaster Management and Space Technology – From Concepts to Application.  On the morning of 21 October, the Namibian ambassador to Germany gave a keynote address in which he highlighted the importance of the NASA led Flood/Disease SensorWeb Pilot project.  In the afternoon sessions, three technical presentations were given concerning the Namibian project.  Stu Frye’s presentation was entitled “Contribution to the Namibia Flood/Disease SensorWeb pilot project (I)”.  Guido Van Langenhove and Pauline Mufeti, Namibian Department of Water Affairs, gave a presentation entitled "Experiences with space technology in management of 2009 flood in central northern Namibia".  Joachim Post and Olaf Kranz, (DLR) German Aerospace Center, gave a presentation entitled "Contribution to the Namibia SensorWeb pilot project (II)".

ISS Activity   
The EO-1 team provided inputs to the ISS instruments evaluation group regarding clarification on some of the items from our Nereids ISS proposal.
Ignition Fund Activity
On October 19, Pat Cappelaere met with DoD Signature Program representatives to discuss our potential collaboration with State Department/NATO on the Nereids satellite constellation program.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Conducted inclination maneuver to maintain spacecraft MLT on October 15 

· Performed 500-s maneuver

· Observed average overall duty cycle of 60.4%, which is in-line with expectations

· Calibrated thrust scale factors for both maneuvers during week using observed changes in orbit

· Calculated thrust scale factors for first and second maneuvers to be 108.5% and 110.47%, with both values being in range experienced by mission in recent past

· Plan to conducting next pair of maneuvers in early December

· Continued development of stand-alone T&C workstation for EO-1 front-end support engineer 

· Completed FOT testing of all real-time tasks on computer

· Started testing support engineer’s processes on computer 

Mission Planning

· Continued migration from Command Management System (CMS) software to ASIST SCP (Stored Command Processor) module

· Continued testing initial test cases in test plan

· Discovered problem with construction of automatic buffer switch at end of a command load

· Contacted ASIST developer to reconfigure SCP processing of buffer switches

· Continued documentation of SCP test plan
Flight Dynamics
· Continued migration of all flight dynamics processing to new computer hardware

· Found solution to problem involving scheduling cron jobs in Cygwin environment on computer using Windows OS

· Developed approach in which Windows scheduled tasks launch jobs in Cygwin environment

· Tested approach with scripts that are used to process all input data into orbit determination procedure, with initial results being successful

· Plan to use same solution when scheduling any other scripts that are used to perform processing at regular intervals

· Contacted POC for firewall rules affecting WGS and SGS tracking data deliveries to check status of changes necessary to allow delivery to new flight dynamics hardware

· Completed flight dynamics training of newly hired FOT member

Trending

· Ingesting old telemetry available on backup front end machine using archive tapes

· Discovered lack of real-time telemetry in periods of data that has been ingested in ITPS

· Confirmed problem was in playback from telemetry archive—not ITPS—by examining telemetry during decontamination periods

· Found low data capture rates were due to telemetry available only being from housekeeping data recorded during imaging

· Collaborating with support engineer to resolve problem

System Administration
· Completed NCAD migration

· Researched reason why three computers did not migrate in earlier attempts


· Found two computers did not have file and printer sharing enabled

· Discovered the final computer had two ports blocked that were needed for the migration, so edited the Windows firewall to allow traffic through those ports

· Completed migration successfully

· Compiled and installed the SZIP library on the new data processing computer

· Awaiting status from tech engineer who is building and testing these programs now

· Installed the JPL-requested software on the computer that will be used to compile the ASPEN software

· Created the directory where the ASPEN software will reside with permissions that will allow the JPL developers to make deliveries

· Updated Subversion to version 1.5

· Installed NEON 0.27 as a prerequisite to the subversion update

· Installed the latest Java Development Kit (jdk 1.6.0_16)

· Installed the MySQL Connect C libraries (version 6.0.2)

· Continued investigating Cygwin cron issue on the new flight dynamics computers

· Attempted to correctly configure cron to run via Cygwin with the proper permissions, but jobs would still not run

· Researched issue and found others have similar difficulties with configuration and reliability of Cygwin cron

· Implemented a workaround by using the Windows Scheduled Tasks function to run the desired script in Cygwin on a daily basis

· Resolved an issue that occurred when trying to SSH from a legacy flight dynamics computer to one of the ASIST workstations 

GROUND AND SPACE NETWORK

Station Downtimes

Received notification that HGS is still red, effective starting September 7, and ETRO is unknown.
Received notification that MGS will be off-line starting in mid-November for approximately four months

· Communicating effect on EO-1 operations to pertinent parties to determine if loss of telemetry can be mitigated
Operational Discrepancies
Observed no operational discrepancies during this time period
UPCOMING EVENTS

Conduct inclination maneuvers in early December to maintain spacecraft MLT 

Imagery Status

Scenes and Engineering Cals planned for week of October 15 – October 21, 2009             153
Total scenes and engineering calibrations planned for entire mission – approximately 49,091
Total Scenes:  ALI scenes in the Level 0 archive              44,769     (as of October 21, 2009)

                         Hyperion scenes in the Level 0 archive    44,521    
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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