EO-1 Weekly Status Week of November 19 – November 25, 2009

Day of Year 323 - 329
Mission Day 3295 - 3301
Earth Observing-One (EO-1) General

Scheduled 199 science Data Collection Events (DCEs) this week.
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument decontamination cycles

· Conducted ALI outgassing on November 23 from 00:25z to 15:25z

· Conducted Hyperion deicing on November 23 from 00:15z to 15:15z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Hyperion Data Processing Implementation

Vuong Ly has finished the Level 1G processing configuration on the new server in Building 23 and has begun routine delivery of all Hyperion Level 1R and Level 1G products to the Joyent commercial server for public distribution.

SensorWeb & Virtual Observatory Demonstrations
On Thursday, November 19, there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Pat Cappelaere, Vuong Ly, Jason Stanley, Rob Sohlberg, and Joe Young.

Notes from this teleconference that focused primarily on the HyspIRI IPM testbed  are as follows:

1.  Jerry Hengemihle and Vuong Ly have met with Tom Flatley and Gary Crum to talk about the SpaceCube 2 hardware architecture and how this would affect our software decisions.  At this meeting, Jerry presented a high level Hyperspectral SDP Architecture draft.

2.  Vuong Ly provided the ML510 (dual processors) board to Jason Stanley in exchange for the ML507 (single processor) board.

3.  Jason Stanley is currently investigating how to configure the ML510 board for parallel processor communications.  Some of the questions we want to address are as follows:

· How do the processors communicate?

· How to assign tasks to the processors?

· Which operating system are we going to use?

4.  Specifically, Jason Stanley is working on the new Xilinx ML510 board, which has 2 PowerPC 440 processors available for use.  He is configuring the Virtex 5 to utilizes each processor separately (DONE).  He now needs to find a way to configure the board to boot from a NFS mount and run embedded Linux so we can run a single agent with classifier on each processor.

5.  Bogdan Oaida, HyspIRI Mission Concept Manager, has setup a Webex teleconference for December 2 to discuss the status of the HyspIRI IPM testbed.  
6.  Dan Mandl is to update the software release schedule as soon as possible.
7.  Pat Cappelaere stated that there is a need for a high level software architecture diagram of the IPM testbed based on our present knowledge.
8.  Petya Campbell (Bo-Cai Gao) has given us an algorithm for atmospheric correction of Hyperion sensor radiance data to produce surface reflectance using particular spectral bands from the image for the correction of the same image.
On November 24, there was a Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Joerg Szarzynski, Lenny Roytman, Guido van Langenhove, Carl Keuck, Serhiy Skakun, Fritz Policelli, Felix Kogan, and Joe Young.

Notes from this teleconference are as follows: 

1.  The purposes of this teleconference was to continue discussing the creation of a single video that will depict the group’s SensorWeb Flood and Disease Pilot Program in Namibia together with a “sharp” story board, discuss plans for a meeting in Namibia on 25-29 January 2010, and discuss progress on completing the White Paper.  
2.  Joerg Szarzynski stated that he is waiting on DLR to send him an extended package to be included in the White Paper.
3.  Agreement was reached that the plan for the January meeting in Namibia is to first have three days of site visits and technical meetings in the northern area where devastating floods occurred in 2008 and 2009 and then a one day meeting in Windhoek, the capitol, to wrap-up technical discussions and conduct two days of meetings with high level decision makers.
4.  Guido van Langenhove is to draft the meeting invitation letter and send the associated travel and accommodations information.
5.  Joerg stated that the Namibian Health Ministry has appointed a person to be their focal point to interface with the Pilot team on the topic of disease.

6.  Guido stated that the Namibian National Planning Commission support is needed for the Pilot project.

7.  DLR has sent a draft of the video story board for review.

8.  Comments were made that current information supplied on malaria in Namibia is inconsistent and confusing.
9.  Felix Kogan made the point that the agricultural aspect related to flooding needs to be included in the Pilot project.

On Wednesday, November 25, there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, and Joe Young.

Notes from this teleconference are as follows:

1.  Dan Mandl stated he would produce a starter list of tasks.
2.  Rob Sohlberg is to look at ALI scenes with variations in view angle and topography to perform a geolocation accuracy test using the orthorectified Landsat GeoCover dataset and is working with Stu Frye to identify appropriate ALI scenes.
3.  The IPM testbed hardware Hyperspectral Data Processing Architecture block diagram produced by Jerry Hengemihle was reviewed.

4.  A corresponding IPM testbed software block diagram is needed. 
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Observed large number of single bit errors in memory that corresponds to the upper heap used by CASPER software onboard on the WARP Mongoose V processor.

· Observed over 4000 single bit errors in one address on November 20 (as compared to a baseline of 0-50 for recent days)

· Experienced problems completing commanding of the spacecraft during passes on this day due to large spacecraft event playback logs

· Researched WARP memory scrub capabilities and discovered the ability to stop the logging of these events while still conducting the memory scrub task

· Collaborated with mission management and JPL personnel to confirm feasibility of this approach

· Instituted short term fix of event message suppression on November 20 at approximately 21:00z 

· Collaborating with JPL personnel to design long term fix that would allow event logging to be re-enabled

· Studying correlation between lunar calibrations, yearly/seasonal temperatures, and tank temperatures

· Discovered fuel tank experiences increased temperatures rising each year and during certain parts of the season

· Analyzed the seasonal and yearly rise of tank temperatures

· Researched previous actions taken to accommodate temperature rise in the fuel tank

· Received permission to increase yellow high limit by three degrees

· Ensuring onboard battery performing nominally

· Compiled data into delivery packet for analysis by subsystem engineers to ensure battery performance nominal

· Performed comparison between 2006 and 2009 to determine if any degradation has affected the system

· Performed comparison between R4 and R5 versions of ASE software to determine if R5 version over-utilizes the system

· Working with JPL to ensure increased images do not drain battery past nominal levels

· Continued analysis of star tracker performance

· Delivering additional data to engineer, including revised brightness errors and locations

· Studying historical performance of reaction wheels over all activities

· Delivered data to subsystem engineers to ensure wheels performing nominally

· Received notification from subsystem engineer that wheels appear to be performing nominally

· Performing engineering test supports for Solar Dynamics Observatory Ground Station (SDOGS)

· Performed on November 24 at 16:16z

Mission Planning

· Continued migration from Command Management System (CMS) software to ASIST SCP (Stored Command Processor) module

· Continued functional testing

· Collaborated with ASIST developers and determined the cause of the differences in the attitude slew commands of the command loads

· Differences are in least significant bit of quaternion data and will show no impact on execution of commands

· Conducted engineering test supports to assist SDOGS tracking data analysis on November 24 

Flight Dynamics
· Developing tools to provide increased situational awareness regarding space debris

· Built scripts to extract debris TLEs from Space Track for all listed debris objects and determine which objects approach EO-1 within 3 km during next 10 days

· Continued comparing output generated by scripts to reports generated by GSFC Conjunction Assessment Group and with SOCRATES tool

· Continued researching ways to reduce the discrepancies between the reports.

Trending

· Ingesting old telemetry available on backup front end machine using archive tapes

System Administration
· Continued debugging ITPS trending system

· FEDS_SERVICE stopped and additional information was received from the debug flag

· Some of the information was useful, but the majority was in the form of unreadable characters.

· The service was successfully restarted without it hanging and requiring a reboot.

· Windows Scheduled Tasks successfully running and backing up information daily

· Met with security to review the list of controls for the upcoming Code 400 Certification & Accreditation (C&A) audit. 
· A follow-up email was sent answering additional questions that arose during the meeting.

· Added security banners on all three EO-1 Fedora 10 computers.

· Adjusted the screensaver/screen lock configuration on the legacy mission planning and flight dynamics computers and set them to meet current security standards.

· Continued contacting Sys Admins about the migration of EO-1 flight dynamics predictions

· Worked with USGS to create the SFTP needed to access their server.

· Installed Symantec Anti-Virus on the three Windows computers on the Open IONet.

· Imaged the new backup firewall, the new flight dynamics computers, and the three ASPEN computers.

· Created backups for the ASIST workstations, flight dynamics computers, ASPEN computers, mission planning computers, new data processing computers, and MOC CNE computer

· Created weekly tape

GROUND AND SPACE NETWORK

Station Downtimes

· Received notification that HGS is still red, effective starting September 7, and ETRO is unknown.
· Received notification that PF2 was yellow for Left Hand X-band supports
Operational Discrepancies
· Observed no operational discrepancies.
UPCOMING EVENTS

· Conduct 350-second inclination maneuvers on December 1 and December 3 to maintain spacecraft descending node MLT at 10:00 am. 

· Probably in January 2010, institute ASE software patch onboard spacecraft to correct for leap second issue and likely institute an ASE software patch for the WARP single bit error issue 

Imagery Status

Scenes and Engineering Cals planned for week of November 19 – November 25, 2009             199
Total scenes and engineering calibrations planned for entire mission – approximately 49,911
Total Scenes:  ALI scenes in the Level 0 archive              45,533             (as of November 25, 2009)

                         Hyperion scenes in the Level 0 archive    45,285             
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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