EO-1 Weekly Status Week of November 12 – November 18, 2009

Day of Year 316 - 322
Mission Day 3288 - 3294
Earth Observing-One (EO-1) General

Scheduled 179 science Data Collection Events (DCEs) this week.
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration:
· Conducted ALI internal calibration (Type I) on November 16 at 02:09z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Hyperion Data Processing Implementation

Vuong Ly has finished the Level 1G processing configuration on the new server in Building 23 and has begun routine delivery of all Hyperion Level 1R and Level 1G products to the Joyent commercial server for public distribution.

SensorWeb & Virtual Observatory Demonstrations
On November 17, there was a Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Joerg Szarzynski, Lenny Roytman, Jan-Peter Mund, Carl Keuck, Serhiy Skakun, and Joe Young.

Notes from this teleconference are as follows: 

1.  The primary purpose of this teleconference was to focus on the creation of a series of videos that will depict the group’s SensorWeb Flood and Disease Pilot Program in Namibia.  
2.  Currently, video clips have been produced at GSFC, UN-SPIDER and DLR.  
3.  In the near term, there is an urgency to properly combine the current three videos into one video no longer than five minutes for showing at the January meeting in Namibia.  Also, there is the need to create a “sharp” story board that is appropriate to introduce the video to an audience that has little knowledge of satellite remote sensing and SensorWeb applications to flood and disease management.
4.  Dan Mandl volunteered to produce a draft of a story-board diagram type of presentation tool that could be used to show the overall effort and would have appropriate links to video clips that depict the various aspects of the Pilot activity.  This story-board would highlight what needed video clips are missing so the group can assign individual members to generate the missing items.
5.  It was agreed that the first draft of the condensed video (within 5 min) and a story board is needed by December 1.
6.  It was agreed that Guido van Langenhove will draft the letter of invitation for the January 2010 meeting in Namibia to the pertinent ambassadors, ministries, and agencies for review at the next telecon on November 24.  Also, as soon as possible Guido is to supply all the necessary travel and accommodation information for the meeting.  The current plan is for the meeting to occur the week of 25 January 2010.
On November 17, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Nathan Pollack, David Landis, Yen-Ben Cheng, Qingyuan, Bob Knox, Dan Mandl, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  Dan Mandl showed a video that he has prepared on the Namibian SensorWeb Flood/Disease Pilot Program and received comments.
2.  Dan Mandl stated that he plans to post the MSO categorized EO-1 image scenes on a public accessible website.  
3.  On November 30, there is to be the first of planned monthly strategy meetings to plan coordinated GSFC activities on HyspIRI.
4.  There is a plan for GSFC to host a HyspIRI Symposium on “Higher Level HyspIRI Products for Ecosystems” to possibly occur in April 2010.
5.  Dave Landis gave a PowerPoint presentation on EO-1 ALI images from the last several years, all showing interesting land features or natural disasters using a variety of EO-1 image products.

6. Next meeting will be on December 8 or 9.

Ignition Fund Activity
The NEREIDS mission concept was briefed to Orlando Figueroa on 12 November as part of seeking approval to propose the concept to the Department of State and NATO.  Orlando Figueroa gave us feedback to improve the concept presentation to more clearly show the development of the concept and how it benefits NASA and GSFC.
International Space Station

We received a message back from the ISS Utilization Panel regarding our proposal to fly the NEREIDS instrument on the ISS.  Our proposal was rated number 2 out of 15 proposals submitted from GSFC.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Studying correlation between lunar calibrations and tank temperatures

· Discovered several subsystems experience increased temperatures in vicinity of lunar calibrations

· Studied mechanical drawings of spacecraft and determined all equipment attached to zenith deck

· Analyzed angle between zenith deck normal vector and sun line vector and determined zenith deck exposed to near-direct sunlight during slews towards/away moon at start/end of lunar calibrations

· Reported to project management that increased temperatures likely due to solar heating of zenith deck

· Expect lunar calibrations to cause yellow high tank temperatures due to low tank mass

· Researched TSMs and FDCs to ensure no actions taken on high tank temperatures

· Recommended to simply monitor telemetry point

· Ensuring onboard battery performing nominally

· Continuing analysis of battery parameters, such as battery voltage, current, and state of charge at specific times in EO-1 orbit (end of day, end of night, etc.)

· Analyzed battery voltage and current during start/end of day/night

· Observed differences in battery current between 2006 and 2009 data

· Compiling data into delivery packet for analysis by subsystem engineers to ensure battery performance nominal

· Continued analysis of star tracker performance

· Instituted new parsing algorithm for brightness errors and x/y position

· Observed physically consistent results

· Believe to have found correct formatting of these data points

· Using new parsing for analysis of data from earlier in year and comparing performance to current data

· Mapping brightness error distribution on FOV to determine if lens fogging has occurred on portions of outer lens

· Delivering additional data to development engineer, including revised brightness errors

· Studying historical performance of reaction wheels over all activities

· Analyzed temperature data from 2006 and 2009 and found smooth temperature distributions, but with temperatures having increased by roughly 1 – 2 degrees from 2006 to 2009

· Examined voltage and current values to determine if any correlation to tachometer reading

· Observed x wheel exhibited correlation between voltage/current and tachometer readings in both 2006 and 2009

· Delivered data to subsystem engineers to ensure wheels performing nominally

· Performing engineering test supports for Dongara Australia and South Point Hawaii antennas to assist with antenna angle certification

· Performed 6 passes, starting on November 12

· Receiving no telemetry—simply turning on transmitter to allow ground station to sweep

· Expect to perform 5 passes per antenna

Mission Planning

· Continued migration from Command Management System (CMS) software to ASIST SCP (Stored Command Processor) module

· Continued functional testing

· Found differences between ASIST and CMS when building command loads for lunar calibrations

· Isolated differences to some instances of attitude slew commands

· Studied both attitude slew commands that are matching and those that are not

· Observed correlation between extra digits being reported for quaternion values in CMS integrated print report and differences between CMS and ASIST command files

· Collaborating with ASIST developers to determine if this is cause of differences in command loads

· Examining schedule to determine when EO-1 can conduct engineering test supports to assist SDO Ground Station (SDOGS) tracking data analysis on November 23 and 24 

Flight Dynamics
· Developing tools to provide increased situational awareness regarding space debris

· Built scripts to extract debris orbit parameters (TLEs) from Space Track for all listed debris objects and determine which objects approach EO-1 within 3 km during next 10 days

· Automated daily script execution

· Automated report delivery to FOT

· Comparing output generated by scripts to reports generated by the GSFC Conjunction Assessment (CA) Group

· Found some debris objects yield vastly different results

· Received notice from CA group that differences due to difference in input state (general vs. special perturbation methods)

· Researching if FOT can improve debris tool

Trending

· Ingesting old telemetry available on backup front end machine using archive tapes

· Delivered *.rdl files containing pseudo-telemetry to assist effort to incorporate such telemetry into EO-1 ITPS database 

System Administration
· Continued debugging ITPS trending system

· Added debug flag to the FEDS_SERVICE

· Hope this extra information will be helpful in troubleshooting the cause of this service’s periodic issues

· Created a script that will rsync the Telemetry and ArchiveOfIngestedTelemetry folders from one external hard drive to the other

· Using Windows Scheduled Tasks to run this script via Cygwin daily

· Assisted the IONet security team, who performed a High Vulnerability Scan on November 17 and found no highs

· Corrected the SSH banners on the two new flight dynamics computers, which were using the default Cygwin SSH banners

· Continued contacting System Administrator about the migration of EO-1 flight dynamics predictions

· Established access to ASE server from the new Flight Dynamics computer 

· Configured certificate based SFTP

· Exchanged IP address and account information with EROS/USGS

· Exchanged IP address information  with CCS

· Received CNE Block List, which returned no highs

· Disable NetBIOS on two of the computers, though no actions were required

· Created backups for the ASIST workstations, Flight Dynamics computers, ASPEN computers, mission planning computers, new data processing computers, and MOC CNE computer

· Created weekly tape

· Created a backup of /archive directory found on the countdown clock computer

· Do not perform as a part of normal weekly backups since this directory contains archived data from ASIST computers and does not change often 

GROUND AND SPACE NETWORK

Station Downtimes

· Received notification that HGS is still red, effective starting September 7, and ETRO is unknown.
· Received notification that PF1 and PF2 were yellow due to IONET problems, starting on November 16 at 13:23z (ended on November 17 at 09:00z)

Operational Discrepancies
· Received no S-band telemetry during PF1 pass on November 17 at 04:54z and PF2 pass on November 17 at 08:09z
UPCOMING EVENTS

· Conduct engineering test supports to assist SDOGS tracking data analysis on November 23 and 24

· Conduct 350-second inclination maneuvers on December 1 and December 3 to maintain spacecraft descending node MLT at 10:00 am. 

· Institute ASE software patch onboard spacecraft to correct for leap second issue in ASE software in mid-December

Imagery Status

Scenes and Engineering Cals planned for week of November 12 – November 18, 2009             179
Total scenes and engineering calibrations planned for entire mission – approximately 49,712
Total Scenes:  ALI scenes in the Level 0 archive              45,350             (as of November 18, 2009)

                         Hyperion scenes in the Level 0 archive    45,102             
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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