DRAFT_3
EO-1 Weekly Status Week of May 21 – May 27, 2009

Day of Year 141 - 147
Mission Day 3113 - 3119
Earth Observing-One (EO-1) General

There were 129 Data Collection Events (DCEs) scheduled this week.

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration:

· Hyperion solar calibration performed on May 25 at 22:29 UTC

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

An AIST 2008 SensorWeb 3G teleconference was held Thursday, May 21.
Participants: Dan Mandl, Bogdan Oaida, Pat Cappelaere, Rob Sohlberg, Troy Ames, Tom Flatley, Jerry Hengemihle, Jason Stanley, and Joe Young
Notes from this telecon are as follows:
1.  The HyspIRI image swath width will be 145 km.  Therefore, there is the need to stitch together EO-1 Hyperion images to simulate HyspIRI data.  But 145 km of continuous Hyperion observations are very rare.  Some repeat swath widths may have to be stitched together to provide a 145 km swath.
2.  Discussion about HyspIRI data rates of 866 and 120 Mbps uncompressed.  This generated a discussion about whether the IPM should be designed to handle compressed or uncompressed HyspIRI data.  This is one of the topics to be discussed at the HyspIRI Science Workshop in August. 
3.  Tom Flatley suggested that the IPM testbed demo use only a single serial interface between the data source and the processor board, rather than several lines to implement a parallel interface.
4.  There was a discussion about how to add four Hyperion 30 m pixels to obtain a simulation of HyspIRI 60 m pixels.
5.  Another aspect of the HyspIRI data issue is the need to make a proper selection of the on-board data storage format.  
6.  Question was posed at to whether the August IPM demo should evaluate computational benchmark using intensive or simple science classifier.  The team will make a decision on this question in the nest few weeks.
7.  Pat Cappelaere made a statement that there is the need for a GUI for Mission Operations. This GUI will allow the flight operations team to be able to bring in a new algorithm from the WCPS and manage building it into a SWAMO uplink package, uplinking it, and executing it on-board.

On May 26, there was a Flood SensorWeb collaborators teleconference.  
Participants:  Dan Mandl, Lenny Roytman, Joerg Szarzynski, Stu Frye, Serhiy Skakun, and Joe Young.
Notes from this telecon are as follows:
1.  Dan Mandl discussed the recently distributed video on flooding and emphasized the need to add the disease aspect to the video.
2.  Joerg Szarzynski stated that Guido van Langenhove has made contact with the Namibia Health Ministry person Dr. de Vries.  Unfortunately, Dr. de Vries currently has no time to participate in our group telecons.
3.  A person from UNOSAT is to contact the World Health Organization to identify an appropriate vector-borne disease person to work with us.
4.  Dan Mandl discussed the Felix Kogan malaria prediction presentation charts regarding detection of vegetation health as a predictor.
5.  Joerg Szarzynski suggested that the Center for Disease Control in the U.S. be contacted since they may have malaria disease information that we can use. 
6.  Joerg Szarzynski will be giving a presentation at the IEEE GEOSS Workshop XXVIII – Health and the Environment July 7-9 2009, Geneva Switzerland.  He agreed to also present our developed video.    
7.  To finish the Namibia flooding charts we need RADARSAT-2 and QuickBird2 GeoTiff data.  Our team is in contact with the Canadian Space Agency to obtain RADARSAT-2 data and the Defense Intelligence Agency to obtain QuickBird2 data.

8.  GSFC is to develop the technical overview portion of the White Paper and Guido Van Langenhove is to develop the user utilization and ground truth validation parts of the White Paper.  These parts are to be sent to Joerg Szarzynski who will compile and release the final version from the UN-SPIDER information portal.  
9.  Lenny Roytman suggested that our current activity in Southern Africa be applied to a UNOOSA ongoing activity for islands in Asia.
10. Dan Mandl discussed the recent interest expressed by the Thailand Theos and Brazil CBERS satellite groups to become collaborators in our activity.
11. Joerg Szarzynski gave an urgent call for collaborators to send him a list of all participants with function performed and complete contact information which Dan Mandl volunteered to develop a first draft.

12. Joerg Szarzynski stated that the October 2009 UN-SPIDER workshop in Bonn on Disaster Management will be an excellent opportunity to solicit additional participants in our activity. 
13. It was suggest that Filipe Lucio be asked to send us a copy of the WMO proposal that was sent to the European Commission. 
14. Kenya is to receive southern Africa CBERS data by direct broadcast and distribute the resulting data products to region users.  The team will explore obtaining use of the direct broadcast antenna in Brazil to downlink CBERS images of the Caribbean during the upcoming hurricane season.

15. Stu Frye stated that JAXA ALOS data is now coming to GSFC at Building 32 and the data can be processed to generate quality assessment browse images prior to distributing the raw data to the Alaska SAR facility.
16. Question was posed as to how to optimize the ad hoc downlink receiving and distribution components in the most efficient manner.
17. Stu Frye discussed at some length the FAIRE system for getting access to ENVISAT ASAR data.  To assure near real-time delivery of flood disaster data from ESA satellite earth observation radar instruments, ESA has implemented a fully automatic operational service called Fast Access to Imagery for Rapid Exploitation (FAIRE).  Stu has been given an account on FAIRE and is now searching for data on southern Africa to help validate the flood forecast models.
On May 26, the Mission Science Office (MSO) held a meeting to discuss various topics.

Participants:  Betsy Middleton, Dan Mandl, Petya Campbell, Lawrence Ong, Nathan Pollack, David Landis, Fred Huemmrich, Yen-Ben Cheng, Stu Frye, Jerry Hengemihle, Bruce Trout, and Joe Young.

Notes from the meeting are as follows:
1.  Betsy Middleton gave an account of the recent EO-1 Senior Review presentation.  She believed the presentation was very well received and is quite optimistic that the review panel will recommend continued operation of EO-1.
2.  The need for EO-1 database development was discussed and a small group, chaired by Nathan Pollack, was indentified.  The group is to produce a draft plan by June 30 that will identify priority data acquisition sites and cal/val activities for the MSO in 2009.
3.  Stu Frye gave an update on the USGS policy changes to “turnover” EO-1 data requests to GSFC and to provide EO-1 data free of charge.  The current planned date for this transition is June 15.  Stu also discussed how GSFC plans to deal with general questions that may be submitted via use of a Google Groups Wiki.  At the appropriate time, the GSFC EO-1 website will be updated to announce this new policy.
4.  Jerry Hengemihle gave a presentation on his work in the Chesapeake Bay to assess water quality by use of satellite hyperspectral data and he discussed his HyspIRI IPM data simulation activity.
7.  Yen-Ben Cheng gave a presentation on work he has conducted to perform atmospheric correction on Hyperion data and to subsequently derive various vegetation indices.   
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.
Supported Phased Array Advanced Technology Demonstration at Schriever Air Force Base:
· Assisted troubleshooting of command data flow problem

· Determined command bits downstream of Wallops are being inverted

· Performed offline command data flow tests on May 27

· Conducted test contact with antenna later on May 27

Uploaded latest ASE automation software to spacecraft:
· Completed delivery of code to spacecraft

· Collaborating with JPL personnel to perform code verification procedures to validate code placed onboard

· Disabled SensorWeb processing starting May 27 to ensure no images added to schedule while performing switch to new version of ASE

Began migration of Mission Operations Center operations clock from CNE NASA network to OpenIO NASA network as part of security updates:
· Duplicated clock functionality on computer already on OpenIO network

· Began testing of clock functions

Compiled Hyperion engineering data request received from mission scientist

Analyzed pointing of instruments during modified lunar calibrations and the impact of AST occulting per mission scientist request

Mission Planning

Continued migration to ASPEN software for mission planning at MOC:

· Corrected Matlab configuration on compiler computer

Modifying daily products distribution for increased FOT situational awareness during off-hours:

· Collaborating with JPL personnel to add Blackberry devices to receipt of mission planning-related notifications

Developed draft mission planning skills catalog for use in certifying new FOT personnel
Flight Dynamics

Studying predicted versus actual MLT maintenance for past inclination maneuvers:
· Installed v6.5 of software which corrects MLT-related bug in FreeFlyer

Developing tools to provide increased situational awareness regarding space debris:
· Building scripts and STK tools to extract debris TLEs from SpaceTrack for all listed debris objects and determine which objects could approach EO-1 during next 30 days

· Verified preliminary algorithm by comparing results for close approach with object 26178 to that reported by GSFC Conjunction Assessment group

Continued migration to new flight dynamics hardware:
· Determined cause of error in new script to obtain STK input data

· Updated project schedule for this and other hardware migration efforts

Trending

Integrating ITPS software into operations:
· Resolved engineering units conversion error noticed in several telemetry points
· Scheduled training session with ITPS personnel to benefit new FOT members and those who have not utilized ITPS previously 

System Administration
Continued migration to ASPEN software for mission planning at MOC:
· Corrected Matlab configuration on compiler computer

· Added script to avoid future license manager errors

Updated CIS benchmark metrics and submitted to security personnel 

Reconfigured three computers in MOC to ensure no UDP traffic broadcast over network, as reported by security personnel
Updated security waiver covering usage of legacy hardware in MOC while migration to new hardware is performed
Rebuilding spare legacy T&C system in MOC to meet current security standards so that system can be used as part of MOC process improvements
Collaborating with ITPS and FOT personnel to configure external memory for storage of legacy trending data
GROUND AND SPACE NETWORK

Station Downtimes

Experienced no station downtimes this week
Operational Discrepancies

Experienced no station operational discrepancies this week
UPCOMING EVENTS

· Completing Phased Array Advanced Technology Demonstration support:
· Received request for additional week of testing, extending testing to May 28
· Performed instrument decontamination cycles:
· Hyperion deicing from May 28 at 15:05 UTC to May 29 at 05:55 UTC
· ALI outgassing from May 28 at 15:15 UTC to May 29 at 06:05 UTC
· Completing ASE code update:
· Disabling SensorWeb processing to allow for change in ASE software utilized by spacecraft to occur on June 1 

Imagery Status

Scenes and Engineering Cals planned for week of May 21 – May 27, 2009             129
Total scenes and engineering calibrations planned for entire mission – approximately 45,629
Total Scenes:  ALI scenes in the Level 0 archive              41,495 (as of May 27, 2009)

                         Hyperion scenes in the Level 0 archive    41,249
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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