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EO-1 Weekly Status Week of May 14 – May 20, 2009

Day of Year 134 - 140
Mission Day 3106 - 3112
Earth Observing-One (EO-1) General

There were 120 Data Collection Events (DCEs) scheduled this week.

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument decontamination cycles:

· Hyperion deicing performed from May 15 at 14:05 UTC  to May 16 at 04:55 UTC

· ALI outgassing performed from May 15 at 14:15 UTC to May 16 at 05:05 UTC

Performed instrument calibration:

· Hyperion solar calibration performed on May 17 at 04:16 UTC

· ALI internal calibration (type II) performed on May 18 at 08:59 UTC
EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On May 19, there was a Flood SensorWeb collaborators teleconference.  
Participants:  Dan Mandl, Lenny Roytman, Filipe Lucio, Stu Frye, Fritz Policelli, Richard Kiang, Serhiy Skakun, and Joe Young.
Notes from this telecon are as follows:
1.  Dan Mandl distributed latest version of presentation charts from Felix Kogan (NOAA-NESDIS) showing the use of Thermal Condition Index (TCI), Vegetative Condition Index (VCI) and Vegetative Health Index (VHI) as early warning indicators for Malaria in Southern Africa.  It seems this example could be used for the Namibian Flood/Disease pilot if we can acquire some epidemiological data on Malaria in that country.
2.  Filipe Lucio of the World Meteorological Organization (WMO) described the proposal that WMO has submitted to the European Commission for a pilot project which would help map weather conditions towards supporting Disease Risk reduction.  Proposal results will not be know for 2 months with actual funding not available until next year if award is made.
3.  If WMO award is made, the steps to be taken are as follows:  (1)  Map health and disease response processes in Southern Africa neighbor countries, (2)  Create steering committee in each participating country, (3)  Conduct workshop, with questionnaires to stakeholders, and create work plan, and (4)  Conduct follow up workshop.
4.  Strategy will address a major problem of how to gain access to a large amount of existing key information when institutional collaboration is sometimes difficult.
5.  Key objective would be to integrate key products and services.
6.  Previously, WMO has worked with IRI in New York, on Climate Outlook Forums for seasonal climate forecast.  There is a need for higher resolution on those forecasts.
7.  Stu Frye mentioned that if the WHO proposal is awarded our flood team would like to collaborate with them.  The first step would be to agree on the relative roles to be played by WMO, the GEO Flood Pilot, and the Flood SensorWeb activities.
8.  Dan Mandl is working on producing a video which shows existing Flood SensorWeb activities in Namibia and how satellite observations can support vector-borne disease monitoring.
On May 19, Stu Frye conducted a telecon with the Caribbean Flood Pilot Steering Committee.  Stu will draft a letter inviting Caribbean Disaster Mangers, Meteorologists, and Hydrologists to participate in the Phase 1 activity to be conducted over the next six months.  The letter will be distributed to the Disaster Mangers by CEDERA and to the Meteorologists and Hydrologists participants from the Caribbean Institute for Meteorology and Hydrology.  Responses to requests for participation will be utilized to formulate collaborative roles and outreach for remote sensing training.  CATHALAC, in Panama, volunteered to support remote sensing training activities and to house all related satellite observation data for the Flood Pilot.  The Flood Pilot status was reported to the GEO through the WGISS Strategic Implementation Team.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.
Conducted maintenance of orbit:
· Calculated Mean Local Time (MLT) at descending node is currently 10:00am
· Conducted 250-s MLT maintenance inclination burn on May 14 at 15:06 UTC
· Determined thruster average duty cycle to be 60.69%

· Calculated thrust scale factor to be 107.2%

· All observed & measured quantities fit historical system performance

Supported Phased Array Advanced Technology Demonstration at Schriever Air Force Base:
· Utilized patch to correct header for data streaming from antenna site to MOC

· Conducted test on May 19 and May to attempt to flow telemetry, obtain lock, and send no-op command using phased array antenna

· Received telemetry successfully in real-time

· Determined ground site using incorrect uplink frequency

· Anticipate potential for additional week of tests

Uploaded latest ASE automation software to spacecraft:
· Determined improper checksums being determined for addresses to which new code is being written onboard spacecraft

· Collaborated with JPL personnel to determine if checksum error is operationally significant

· Researched processes followed for upload of version 3 of ASE software

· Following procedures established previously, which include temporarily disabling checksum of WARP EEPROM 

· Collaborated with JPL personnel to perform code verification procedures to validate code placed onboard spacecraft once upload is complete
Mission Planning

Completed recovery from interrupted daily schedule products distribution:
· Completed recovery of administrative PC in MOC

· Obtained approval from project to only distribute daily schedule products when spacecraft is being commanded through ATS loads

· Determined that in other cases, products are redundant to JPL products

Flight Dynamics

Studied predicted versus actual MLT maintenance for past inclination maneuvers:
· Obtained v6.5 of software which corrects MLT-related bug in FreeFlyer v6.0
· Plan to utilize v6.5 for timing next MLT maintenance maneuver

Developing tools to provide increased situational awareness regarding space debris:
· Building scripts to extract debris TLEs from SpaceTrack for all listed debris objects and determine which objects approach EO-1 during next 30 days

· Developing STK tools to determine which of the identified debris objects have miss distances smaller than set reference values

Trending

Integrating ITPS software into operations:

· Met with ITPS developers to discuss problems identified by FOT to date 

System Administration
Completed recovery of administrative PC in MOC

Resolved issue that caused T&C system to crash on May 14

· Determined cause was hung sftp processes attempting file delivery to White Sands

· Cleared processes and supported system restart

· Collaborated with White Sands personnel to change firewall rules to allow system to sftp files to White Sands

Instituted certificate-based ssh between MOC systems

Began installation of new hardware as part of effort to improve backup procedures, trending data storage, and flight software lab networking

GROUND AND SPACE NETWORK

Station Downtimes

Experienced no station downtimes this week
Operational Discrepancies

Determined SGS tracking data was incorrectly formatted on May 13 and May 14
· Communicated issue to ground station which was unaware of problem

UPCOMING EVENTS

Completing Phased Array Advanced Technology Demonstration support:
· Planning to send no-op command from EO-1 MOC if successful in maintaining commanding lock

· Anticipate request for additional week of testing may be received, extending testing to week of May 25

Continuing ASE code uplink:
· Completed 40% of code upload to date

· Anticipate change in satellite operations to new code during week of June 1 followed by 2 to 3 weeks of checkout to ramp up to full operation.
Imagery Status

Scenes and Engineering Cals planned for week of May 14 – May 20, 2009             120
Total scenes and engineering calibrations planned for entire mission – approximately 45,500
Total Scenes:  ALI scenes in the Level 0 archive              41,361 (as of May 20, 2009)

                         Hyperion scenes in the Level 0 archive    41,114
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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