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EO-1 Weekly Status Week of May 7 – May 13, 2009

Day of Year 127 - 133
Mission Day 3099 - 3105
Earth Observing-One (EO-1) General

There were 134 Data Collection Events (DCEs) scheduled this week.

INSTRUMENTS

All instruments operated nominally this week 

Performed lunar calibration:
· All-instrument nominal lunar calibration performed on May 9 during the 16:29 UTC umbra.

· Modified lunar calibration (ALI & Hyperion only) performed two orbits later using scan direction parallel to sunlight terminator line.
EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

An AIST 2008 SensorWeb 3G teleconference was held Thursday, May 7.  
Participants:  Dan Mandl, Bogdan Oaida, Pat Cappelaere, Rob Sohlberg, Linda Derezinski, and Joe Young.
Notes from this telecon are as follows:

1.  Dan Mandl gave an overall description of the Intelligent Payload Module(IPM) testbed effort to the new JPL HyspIRI representative Bogdan Oaida.
2.  During the May 21 telecon, Jerry Hengemihle, Bogdan Oaida, Tom Flatley, and Rob Sohlberg are to summarize status of the pertinent HyspIRI data rates and formats as a guide for setting up the IPM tesbed with similar functional and performance specifications.
3.  Dan Mandl/Jerry Hengemihle are to send pertinent HyspIRI questions to Bogdan Oaida prior to the May 21 telecon.

4.  Pat Cappelaere sent a draft of the Web Coverage Processing Service (WCPS) architecture plan. 

5.  Don Sullivan is to explore what kind of onboard processing can be implemented on the Global Hawk UAS mission over the next year and a half and report back.
On May 11, there was a meeting with the Mission Science Office to make a final review of the charts that will be presented to the Headquarters Senior Review Panel on May 12 and to review the final set of questions received from the Senior Review Panel that need to be answered at the May 12 meeting.
Dan Mandl attended a Working Group on Information Systems and Services (WGISS) meeting in Toulouse, France on May 11-15.  Dan made two presentations.  One was on SensorWeb security and the other on the Namibia Flood/Malaria early warning system.  In addition, Stu Frye’s Flood Disaster Working Group video from the GEOSS AIP-2 Data Capture Workshop was shown to the group by Ken McDonald from NOAA.

On May 12, there was a Flood SensorWeb collaborators teleconference.  
Participants:  Dan Mandl, Lenny Roytman, Joerg Szarzynski, Stu Frye, Molly Brown ???, Serhiy Skakun, and Joe Young.
Notes from this telecon are as follows:
1.  Dan Mandl distributed briefing charts by Felix Kogan on malaria prediction in Africa based on vegetation health.
2.  Dan Mandl gave a report on the ongoing WGISS meeting on May 11-15 in Toulouse, France that he was attending.
3.  Dan Mandl and Stu Frye discussed   the logistics required to gather and maintain an inventory of all satellite flood images from Namibia.
4.  Envisat ASAR data was sent to RCMRD in Kenya and was shared with our SERVIER collaborators at MSFC and GSFC.  Radar and optical data and river gauge data acquired in this region will be used by the flood forecast team to validate their flood model.
5.  Guido van Langenhove has informed us that there will be a Southern Africa regional meeting held in Namibia where our work will be presented.
6.  There will be an IGARSS conference in Cape Town, South Africa on July 11 where our flood SensorWeb is to be presented.  Guido van Langenhove is  planning attend.  If he cannot  attend Stu Frye will attend and present the work.

7.  Dan Mandl will contact the World Meteorological Organization representative Felipe Lucio to invite him to participate in the flood SensorWeb activity. 
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.
Performed orbital debris avoidance maneuver to avoid space debris object 22462 (SL-16 debris):

· Notified on May 7 by GSFC Conjunction Assessment group that projections indicate that EO-1 will pass within 43 meters of object

· Monitored projected conjunction

· Increased frequency of orbital solutions

· Obtained orbital data on debris

· Performed studies of maneuver options

· Developed debris avoidance maneuver, replacing already scheduled MLT maintenance inclination maneuver

· Planned Retro-burn to avoid object yet still increase MLT

· Anticipated lowering orbit by approximately 0.6 km

· Obtained approval from major stakeholders to conduct retro-burn

· Coordinated activities with GSFC Conjunction Assessment group to ensure safety of maneuver

· Conducted maneuver at on May 11 at 14:21:52 UTC
· Performed post-burn analysis to ensure maneuver did indeed move spacecraft away from object

· Maneuver performed nominally, with average duty cycle of 60.4% and thrust scale factor of 1.082

Supporting Phased Array Advanced Technology Demonstration at Schriever Air Force Base:

· Delivered command packet data for antenna engineers to assist in equipment configuration

· Scheduled two weeks of engineering supports—weeks of May 11th and May 18th
· Conducted tests on May 12 & 13 to attempt to flow telemetry from spacecraft to EO-1 MOC using phased array antenna

· Analyzed data and discovered wrong data length parameter being passed by header
· Additional tests to be performed on May 12 and May 13
Preparing for uplink of latest ASE automation software to spacecraft

· Determined and requested database updates from code developers required for MOC T&C systems as part of software uplink

· Requested code verification procedures to validate code placed onboard spacecraft, following measures taken during uplinks of versions 2 and 3 of ASE software

Mission Planning

Recovering from a system crash that interrupted daily products distribution:
· Configured system security settings

· Passed IT security scan

· Placing computer back on network

Flight Dynamics

Studying predicted versus actual MLT maintenance for past inclination maneuvers:
· Discovered problem with FreeFlyer 6.0 computation of MLT

· Learned “Solid Tides” effect estimated to change long-term MLT predictions by approximately 0.25 sec per month

· Obtaining v6.5 of software which corrects problem

· Planning to use software for medium-to-long term planning purposes

· Anticipate still using v6.0 for daily operations
Trending

Integrating ITPS software into operations:

· Communicating with ITPS developers regarding telemetry engineering units conversion noticed by FOT affecting small percentage of telemetry points.
System Administration
Repaired CNE computer in MOC used for email and administrative tasks:
· Configured system security settings

· Passed IT security scan

· Placing computer back on network

· Planning configuration of PatchLink and centralized logging

Supporting migration to ASPEN software for mission planning:
· Verified firewall setting changes as part of ASPEN migration

· Corrected initial incorrect firewall changes made by GSFC personnel

· Coordinating code verification and update with developers
Resolved issues regarding remote login and execution with security personnel:
· Disabled services on all applicable computers

· Completed successful testing
Continuing research of issue identified by security audit:
· Attempting to locate ftp service that will successfully operate on legacy systems yet meet current security guidelines

· Legacy systems covered by POAM such that if necessary, when legacy systems made obsolete by new hardware and software, removal of legacy systems closes security issue

Updated T&C installation procedure for enhanced independence of backup T&C systems

Submitted list of hardware as part of effort to improve backup procedures, trending data storage, and flight software lab networking

GROUND AND SPACE NETWORK

Station Downtimes

Wallops Ground Station (WGS) returned to normal operations on May 6.
Poker Flat, Alaska Ground Station (PF1) returned to normal operations on May 6.
Operational Discrepancies

No major problems to report.  
UPCOMING EVENTS

Maintenance of orbit:
· Calculated Mean Local Time (MLT) at descending node currently to be 10:00am
· Will conduct 250-s MLT maintenance inclination burn on May 14

Instrument decontamination cycles:
· Hyperion deicing from May 15 at 14:05 UTC to May 16 at 04:55 UTC
· ALI outgassing from May 15 at 14:15 UTC to May 18 at 05:05 UTC
Instrument calibration:
· Hyperion  solar calibration on May 17 at 04:16 UTC
Phased Array Advanced Technology Demonstration support:
· Planning to attempt to maintain commanding lock during two test passes with antenna during week of May 18

· Will send no-op command from EO-1 MOC if successful in maintaining commanding lock

ASE code uplink:
· Code uplink to start week of May 18
· Change in satellite operations to new code currently scheduled for week of June 1
Imagery Status

Scenes and Engineering Cals planned for week of May 7 – May 13, 2009             134
Total scenes and engineering calibrations planned for entire mission – approximately 45,380
Total Scenes:  ALI scenes in the Level 0 archive              41,219 (as of May 13, 2009)

                         Hyperion scenes in the Level 0 archive    40,972
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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