EO-1 Weekly Status Week of June 18 – June 24, 2009

Day of Year 169 - 175
Mission Day 3141 - 3147
Earth Observing-One (EO-1) General

There were 165 Data Collection Events (DCEs) scheduled this week.

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument decontamination cycles:

· Conducted Hyperion deicing on June 22 from 00:25 UTC to 15:15 UTC

· Conducted ALI outgassing on June 22 from 00:35 UTC to 15:25 UTC
EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

An AIST 2008 SensorWeb 3G teleconference was held Thursday, June 18.
Participants: Dan Mandl, Stu Frye, Vuong Ly, Pat Cappelaere, Zach Johnson, Jason Stanley, and Joe Young
This teleconference essentially focused entirely on the Action Items list.  The wording for the last five items was debated and as a result, the actions’ descriptions were changed significantly.  Also, one new action was added. 
On Tuesday, June 23, there was a Flood SensorWeb collaborators teleconference.  
Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Joerg Szarzynski, Serhiy Skakun, and Joe Young
Notes from this teleconference are as follows:

1.  Planning was accomplished for the UN Namibia Ambassador meeting to be held on June 25 in New York City and to be attended by Dan Mandl (NASA), Mitch Goldberg (NOAA), and Lenny Roytman (CUNY).
2.  Work was done on the agenda for the August workshop with UN-SPIDER, DLR and other partners to be held in Bonn, Germany.  Also, a splinter meeting will be held with Caribbean Disaster and Met/Hydrology leads and data providers in Bonn, Germany on 20 October, the day before the start of the 3rd UN-SPIDER for Disaster Management and Emergency Response workshop.
3.  Joerg Szarzynski said he would send comments to the draft August workshop agenda and invite the DLR representatives to next Tuesday’s meeting

4.  It was mentioned that Stu Frye would be presenting the team’s Flood SensorWeb work at the IEEE IGARSS conference in Cape Town, South Africa on 13 July at the GEOSS session chaired by Jay Pearlman and Gran Paules.  Felix Kogan/NOAA-NESDIS will be presenting some of the same information at a session that he will chair at the GEOSS Health and Environment workshop, which is next week (July 6-10) in Geneva, Switzerland.  Joerg Szarzynski said he was also presenting at the Geneva GEO meeting and would coordinate with Felix on content for consistency.
5.  Serhiy Skakun offered some help navigating the Envisat archive to obtain ASAR data in time periods and areas of interest for validation of the flood forecasts and as background data for future flood pilot activities.

Associated with the flood pilot effort is the important fact that Hal Pierce, at GSFC, has completed downloading the GEOS-5 data necessary to regenerate the flood forecasts for Namibia for the February-May 2009 time frame using the latest forecast model.  When those re-runs have been made, Hal will post the revised forecasts so we can deliver them to Guido Van Langenhove/Head Dept of Hydrology for Namibia for his analysis and entry into his report.  The idea is to improve flood forecasting for next years flood season and to demonstrate this capability in a phase 2 of the pilot project.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Continued construction of new development T&C station in MOC:

· Configured real-time software and automation scripts

· Scanned computer for security tests

Continued testing of new onboard ASE automation software:

· Provided instrument temperature data for analysis as part of ASE r5 testing

· Discussed with JPL personnel patches of ASE r5 onboard software to improve temperature logging onboard

Mission Planning

Migrated MOC clock software to a computer on OpenIO network temporarily:

· Hosted clock software on CNE network originally

· Notified on need to move to OpenIO network

· Planning to rebuild computer that hosted clock and place on OpenIO

· Plan to return clock functionality to this computer once on OpenIO
Flight Dynamics

Analyzing impact of “solid tides effect” variance on MLT calculations in FreeFlyer 6.5:

· Compiling MLT data using FreeFlyer 6.5 in order to report updated estimate of rate of fuel usage

Continuing migration of all flight dynamics processes to new hardware

· Configured new hardware to receive & automatically process binary tracking data files from ground stations

· Writing script to modify processing of tracking data on new hardware

· Developed script to obtain Jacchia-Roberts atmospheric data for flight dynamics processing on new hardware

Trending

Changed ITPS configuration to store all data externally

Conducted flight operations team training for ITPS

System Administration
Continued upgrade process for the development ASIST computer:

· Completed kernel upgrade 

· Installed Activestate Perl

· Corrected error with the printer configuration GUI associated with the upgrade

· Upgraded to and configured newer SSHD version

· Scheduled security scan to verify the device before placing it on the network

· Began CIS benchmarking 

Updated two rules in the IONET firewall that were due to expire soon

Completed Perl configuration of newest T&C systems:

· Installed Activestate Perl on a real-time ASIST computer, thereby ensuring all computers that have been updated to RedHat4 and the latest version of ASIST now have the same Perl version

GROUND AND SPACE NETWORK

Station Downtimes

Experienced no station downtimes this week
Operational Discrepancies

Experienced no station operational discrepancies this week
UPCOMING EVENTS

Perform instrument calibration:
· Conduct Hyperion solar calibration on June 27 at 10:41 UTC
Perform lunar calibration:
· All-instrument nominal lunar calibration to be performed on Wednesday, July 8 during the 02:11 UTC umbra.

· Modified lunar calibration (ALI & Hyperion) to be performed two orbits later using nominal scan direction

Planned software patch to ASE r5 code

· Anticipate patch to occur in early-to-mid July

· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Imagery Status

Scenes and Engineering Cals planned for week of June 18 – June 24, 2009             165
Total scenes and engineering calibrations planned for entire mission – approximately 46,197
Total Scenes:  ALI scenes in the Level 0 archive              41,987 (as of June 24, 2009)

                         Hyperion scenes in the Level 0 archive    41,740
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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