EO-1 Weekly Status Week of July 30 – August 5, 2009

Day of Year 211 - 217

Mission Day 3183 - 3189

Earth Observing-One (EO-1) General

There were 134 Data Collection Events (DCEs) scheduled this week:

· Retrieved all images:

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted Hyperion solar calibration on August 4 at 08:40 UTC

Performed instrument decontamination cycles

· Conducted Hyperion deicing from on August 3 from 00:25 UTC to 15:15 UTC

· Conducted ALI outgassing on August 3 from 00:35 UTC to 15:25 UTC

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, July 30 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Walt Truszkowski, and Joe Young.

Notes from this teleconference are as follows:

1.  Rob Sohlberg stated that Steve Chien has requested Use Cases for the IPM.

2.  It was stated that processor bus speed may be the limiting performance factor not CPU speed.

3.  Dan Mandl and Rob Sohlberg discussed the Spacecraft/IPM performance factors and the resulting implications. 

4.  Rob Sohlberg raised question about what high utilization algorithms will be run beyond the NDVI, burn scar, and others currently being run on SpaceCube-1.

Stu Frye attended a meeting with Canadian Space Agency personnel in Montreal on July 30-31.  The purpose of the meeting was to arrange for background Radarasat-1 and -2 high resolution imagery of five Caribbean islands and to coordinate acquisitions of new observations during upcoming emergencies.  Stu Frye also conducted one on one telecons with national partners from the islands of Jamaica, St. Lucia, Barbados, and Grenada to solidify their participation in the Caribbean Flood Pilot activity.  Another telecon will be held Friday, August 7, with national partners from the British Virgin Islands, the 5th participating Caribbean island. 

On Tuesday, August 4, there was a Flood SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Olaf Kranz, Serhiy Skakun, Felix Kogan, Walt Truszkowski, and Joe Young.

Notes from this teleconference are as follows: 
1.  The agenda for the August Bonn workshop was discussed in some length.  Dan Mandl volunteered to gather for the NASA and NOAA presentation titles and send them to Olaf Kranz.

2.  Felix Kogan agreed that he would represent NOAA at the workshop and give a broad overview of NOAA related activities for flooding in addition to presenting disease related material.

3.  Olaf Kranz requested that other participants in the August Bonn workshop send him presentation titles this week so he can finalize the agenda.

4.  Stu Frye stated that he will present information on the Caribbean Flood Pilot at the Bonn workshop and Fritz Policelli will represent SERVIR there.

5.  Lenny Roytman will present information on Edible Fracation of Total Biomass.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Continued study of star-tracker performance

· Located personnel affiliated with manufacturer with expertise in star tracker function

· Discussed avenues of research to better capture AST performance

· Determined auxiliary attitude packet available in telemetry

· Establishing procedure to parse packet into usable data

· Determining if “cal/ops table” available in telemetry

· Researching if threshold value was ever correctly reported in telemetry and, if so, what value was being reported

· Compiling data on number of stars used for Stage 1 processing to determine trend over time

· Discussed potential methods to improve AST performance

· Discussed changing cal/ops table if proton hits are causing problems

· Discussed lowering threshold  if hot pixels are causing problems

· Began re-establishment of end-to-end state of health check

· Designed new system to give more frequent feedback than legacy system

· Provides feedback every six hours

· Ensures that all of the following have been performed successfully in last six hours: T&C connected to front end, front end received connection from ground station, MOC received telemetry, MOC sent command, spacecraft successfully executed command, MOC received confirmation of successful command 

· Tested system on development T&C station

· Deployed system onto T&C units

Mission Planning

· Received notice of fleet reassignment for TDRS at longitude 275 deg West, effective on August 6

· Performing more frequent updates of TDRS ephemeris data during transition

· Began effort to migrate command load generation from legacy hardware to new version of ASIST

· Rescheduled meeting to discuss ASIST configuration necessary to generate command loads from Unprocessed Daily Activity Plan (UDAP) files

Flight Dynamics

· Continuing migration of all flight dynamics processes to new hardware

· Continued testing of parent script used to obtain input files on new hardware 

· Continued establishment of new system for ground stations to deliver tracking data to new hardware

· Began executing initial connectivity tests with ground stations 

Trending

· Ingesting old telemetry available on backup front end machine

· Estimate at least one year’s worth of telemetry available on machine

· Plan to ingest this telemetry before proceeding to playing data from archived tapes

· Investigating discrepancy in reported data capture percentage

· Noticed abrupt change in percentage (from ~12% to ~5%) occurring around July 29. 

· Working with front end and ITPS engineers to determine cause.  Cause possibly related to recovery from crash of Level 0 processor.

· Established automated generation of weekly trending reports

System Administration

· Continued configuration of new flight dynamics hardware to receive tracking data from ground stations

· Updated rules to EO-1 firewall

· Configured FTP server in Cygwin on flight dynamics computer

· Created exceptions in Windows local firewall for ground stations

· Began testing with WGS and PF1/2

· Awaiting status from SGS

· Passed routine security scan with no high vulnerabilities

· Performed necessary updates for computers on CNE network 

· Created process to sync firewall with timeserver

· Continued configuration of new FOT laptops for the CNE network

· Installed new version of anti-virus software per recommendation of security personnel after initial scan found vulnerabilities in anti-virus software

· Scheduled rescan of laptops

· Excessed old hardware that is no longer used and judged to be too unreliable to be kept for future use

· Degaussed hard drives before excessing equipment 

GROUND AND SPACE NETWORK

Station Downtimes

Observed no station downtimes that impacted EO-1 operations

Operational Discrepancies

Observed no operational discrepancies during this time period

UPCOMING EVENTS

Planned software patch to onboard ASE r5 code

· Coordinated with JPL personnel for timing as to when patch can occur

· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Perform lunar calibration

· Conduct all-instrument nominal lunar calibration on Thursday, August 6 during the 16:25 UTC umbra.

· Modified lunar calibration (ALI & Hyperion) to be performed two orbits later using nominal scan direction

Conduct inclination maneuvers on August 11 and August 13 to maintain spacecraft MLT at 10:00am 

Imagery Status

Scenes and Engineering Cals planned for week of July 30 – August 5, 2009             134

Total scenes and engineering calibrations planned for entire mission – approximately 47,203

Total Scenes:  ALI scenes in the Level 0 archive              42,991 (as of August 5, 2009)

                         Hyperion scenes in the Level 0 archive    42,745
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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