EO-1 Weekly Status Week of July 23 – July 29, 2009

Day of Year 204 - 210

Mission Day 3176 - 3182

Earth Observing-One (EO-1) General

There were 175 Data Collection Events (DCEs) scheduled this week:

· Retrieved all images:

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration:

· Conducted ALI internal calibration (Type I) on July 27 at 01:19 UTC

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, July 23 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Rob Sohlberg, Pat Cappelaere, Jerry Hengemihle, Jason Stanley, Vuong Ly, Walt Truszkowski, and Joe Young.

Notes from this teleconference are as follows:

1.  A discussion was held concerning performance testing on the HyspIRI Intelligent Payload Module (IPM) simulator that is being built and in particular, the role that bandstripping will play.  The plan at present is to first do performance testing using the classifiers that presently run onboard EO-1 and installing them on the HyspIRI IPM simulator.  At present, the simulator is built on top of a SpaceCube1 hardware platform that resides in Vuong Ly’s office.  In the preliminary test, the steps that will be performed on a test data set, that was created based on EO-1 data, will be (1) compute Level 1R, (2) compute the Level 1G product and (3) create higher level science products such as a burn scar image.  It was noted that at present Level 1G is not computed onboard EO-1 and there will have to be a reconciliation as to how we perform classifications onboard EO-1 versus on the ground and ultimately onboard HyspIRI.  

The second aspect of performance testing is to gauge the ability of the SpaceCube processor to receive raw data from the instruments, bandstrip it, and deliver a subsetted Level 0 product, using the FPGA input processors, to the onboard processors to begin Level 1R processing.  Ultimately, the second hardware performance test will be performed on new SpaceCube2 hardware that is scheduled to arrive August 3.  The first part of performance testing is to be conducted on SpaceCube1 using Hyperion data prior to the August HyspIRI workshop.

2.  The team also discussed the difference between using Hyperion data (30 m pixel size and 7.5 km swath width) for the performance test versus somehow developing simulated HyspIRI data (60 m pixel size and 145 km swath width).  It was agreed that the first part of the test would use Hyperion data for the combined functional and performance work utilizing SpaceCube1 and that some form of simulated HyspIRI data will be needed for the second part of the test.  The simulated HyspIRI data could consist of either stitched together Hyperion scenes or expansion of Landsat or ALI data to contain additional simulated bands.

3.  Vuong Ly was asked to setup for a screen capture video to be taken of SpaceCube1 functional and performance test arrangement.

4.  Rob Sohlberg and Pat Cappelaere had a discussion about which algorithm to develop and implement for the functional and performance tests.  Stu Frye added that we need to run at least one or two of the same algorithms that are onboard EO-1 in order to compare performance of SpaceCube with Mongoose 5.

5.  There was a discussion about atmospheric correction and reflectance that focused on feasibility of uplinking ground measurements in near real time to calibrate the atmospheric correction calculation being made onboard.

6.  Pat Cappelaere cited what should be in the to be presented screen capture video that will be the combination of clips from videos produced by himself, Vuong Ly, and Jason Stanley.

7.  There was a discussion about the presentation by Dan Mandl to be made to the HyspIRI workshop concerning the balance between Power Point slides and video screen capture that will show the IPM functionality.

8.  The goal is to finish the HyspIRI workshop package by August 4.

On Tuesday, July 28, there was a Flood SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Serhiy Skakun, Olaf Kranz, and Joe Young.

Notes from this teleconference are as follows: 
1.  Serhiy Skakun discussed an announcement of a Science and Technology Center in Ukraine (STCU) international partnership activity Call for Proposals due 10 September. Letters of support are being sought from collaborators for inclusion in his proposal.

2.  Olaf Kranz discussed the draft agenda for the August technical workshop meeting in Bonn and requested that the noted participating organizations give him titles of presentations for the designated places in the draft agenda.

3.  Dan Mandl is securing from NOAA the ability for Felix Kogan to participate in the August workshop.

4.  It was suggested and agreed that agenda items for disease prediction and remote sensing training discussions should be added to the agenda.

5.  Dan Mandl stated that the White Paper is needed to be completed prior to the August workshop.

On July 29, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton. The participants were Betsy Middleton, Petya Campbell, Lawrence Ong, Nathan Pollack, David Landis, Lawrence Corp, Yen-Ben Cheng, Fred Huemmrich, Steve Ungar, Dan Mandl, Stu Frye, and Joe Young.  The topics that were discussed are as follows:

1.  Yen-Ben Cheng has given Zack Gonnsen 60 m pixel size simulated HyspIRI data derived from Hyperion data.

2.  Stu Frye gave an update on the current USGS EO-1 data delivery policy.

2.  Petya Campbell has requested Level 1R Hyperion data for 190 Cal/Val scenes of 13 different CEOS Cal/Val target sites.  Stu Frye proposed several approaches to acquiring this data from either USGS/EROS or by producing it in-house.  

3.  Joe Young reported that a revised new policy statement for acquiring EO-1 data has been generated and will be posted on the GSFC EO-1 website.  Also, the website splash page will be revised to erase the current statement that appears and show a highlighted statement that directs a viewer to a page that describes the new data acquisition policy.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

· Completed testing of new onboard ASE automation software

· Analyzed power data and wheel speed data from end of r4 operations to start of unconstrained triple collects via r5 software and reported findings

· Observed no statistically significant differences from r4 power usage

· Observed no statistically significant differences from r4 wheel speeds for wheels x and y

· Observed almost two-fold increase in zero-crossings during imaging for wheel z

· Recommended continuing with r5 algorithm for biasing wheel speeds unless mission scientists report visible jitter in data due to z wheel zero-crossings

· Continued study of Star-Tracker performance

· Experienced flurry of Star Tracker restarts on July 24 (six restarts in 10-hour time span)

· Collaborating with subsystem engineer to confirm equipment state of health and appropriate values for covariance to use as Yellow and Red limits

· Charting geographic locations of AST outages for which telemetry is available at beginning of outage to determine if outages related to charged particles impacting AST

· Compiling subsystem data, including number of bright pixels, average background, etc.

· Seeking point of contact with personnel familiar with hardware

· Completed implementation of system to look for signs of attempted commanding of EO-1 spacecraft outside of times in which MOC is in contact with asset

· Completed testing of new monitoring code and deployed to primary T&C workstation

· Restored functionality to front end after experiencing violation of maximum number of allowable processes on front end computer on July 26 from 04:00 UTC to 12:30 UTC

· Believed initially that PF1 passes at 04:30 UTC and 07:42 UTC which reported loss of commanding were due to network connectivity issues at ground station (PF1 Yellow due to network connectivity issues)

· Observed lack of connectivity during SGS pass at 11:10 UTC and began further troubleshooting

· Determined cause of problem to be excessive number of processes on front end computer

· Reset front end computer and successfully manned subsequent pass at 16:02 UTC

· Experienced loss of commanding during this outage, but did not lose science data

· Awaiting report from front end support engineer as to root cause

· Began re-establishment of end-to-end state of health check

· Observed that legacy end-to-end check was disabled during migration to new T&C hardware in late 2008

· Designing new system to give more frequent feedback than legacy system

Mission Planning

· Received notice of fleet reassignment for TDRS at longitude 275 degrees West, effective August 6

· Planning to perform more frequent updates of TDRS ephemeris data during transition

· Began effort to migrate command load generation from legacy hardware to new version of ASIST

· Scheduled meeting to discuss ASIST configuration necessary to generate command loads from Unprocessed Daily Activity Plan (UDAP) files

Flight Dynamics

Continuing migration of all flight dynamics processes to new hardware

· Continued testing of parent script used to obtain input files on new hardware 

Continued establishment of new system for ground stations to deliver tracking data to new hardware

· Began collaboration with ground stations to add new hardware to distribution list of tracking file data

Trending

Determined ITPS currently lacking pseudo telemetry
· Contacted ITPS developer to communicate problem
· Met with developer to determine most efficient method to populate ITPS database with missing telemetry
· Agreed to have developer contact ASIST developers to determine if missing telemetry can be fed from ASIST

System Administration

Performed additional testing of software which could be used for taking disk images as part of backup process

· Obtained error when attempting to access the Local Volume Manager

· Believe software not usable as configured since two of three tests have failed

Configuring new flight dynamics hardware to receive tracking data from ground stations

· Created user for ground stations use

· Configured settings for user related to file permissions and security

· Collaborating with ground station personnel to make necessary firewall changes

Archived the contents of the next real-time ASIST computer that will be upgraded from RedHat3 to RedHat4 onto clock computer, which will serve as accessible archive of legacy data from rebuilt computers (in addition to that kept as part of backup/archive processes) 

Continued configuration of new FOT laptops for the CNE network

· Resolved issues reported on initial security scan

· Rescanned laptops

· Awaiting report from security group regarding scan findings

GROUND AND SPACE NETWORK

Station Downtimes

Notified that PF1 and PF2 supports are on a best effort basis starting on July 21 at 19:30 UTC due to network timeout issues
Operational Discrepancies

Missed portions of real-time telemetry and commanding during passes at 04:30 UTC, 07:42 UTC, 11:10 UTC and 12:40 UTC due to front end having excessive number of active processes
UPCOMING EVENTS

Planned software patch to ASE r5 code

· Awaiting word from JPL as to when patch can occur

· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Perform Lunar calibration

· Conduct all-instrument nominal lunar calibration on Thursday, August 6 during the 16:25 UTC umbra.

· Modified lunar calibration (ALI & Hyperion) to be performed two orbits later using nominal scan direction

Conduct inclination maneuvers to maintain spacecraft MLT at 10:00am on August 11 and August 13

Imagery Status

Scenes and Engineering Cals planned for week of July 23 – July 29, 2009             175

Total scenes and engineering calibrations planned for entire mission – approximately 47,069

Total Scenes:  ALI scenes in the Level 0 archive              42,841 (as of July 29, 2009)

                         Hyperion scenes in the Level 0 archive    42,594
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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