EO-1 Weekly Status Week of December 17 – December 23, 2009

Day of Year 351 - 357
Mission Day 3323 - 3329
Earth Observing-One (EO-1) General

Scheduled 118 Science Data Collection Events (DCEs) this week.
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted Hyperion solar calibration on December 21 at 10:27z

Performed instrument decontamination cycles

· Conducted Hyperion deicing on December 21 from 00:25z to 15:15z

· Conducted ALI outgassing on December 21 from 00:35z to 15:25z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations
On December 22, there was a Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Guido van Langenhove, Joerg Szarzynski, Carl Keuck, Lola Olsen, and Joe Young.

Notes from this teleconference are as follows: 

1.  Guido van Langenhove presented two alternate plans for the January 2010 workshop in Namibia.  On the same day after arrival in Windhoek, Namibia, the selected plan calls for the transport of technical specialists to the northeast region of Namibia for three days of meetings and two site visits to previously flooded areas.  The group will then return to Windhoek for an additional meeting with high level ministers and ambassadors where the Pilot Flood/Disease program will be reviewed.  
2.  The Namibian Health Ministry has appointed a liaison person to interface with the Flood/Disease SensorWeb activity.  
3.  Lenny Roytman pointed out that prior to 2005 the Namibia malaria data gathering technique was based on counting everyone that simply had a fever; whereas, starting in 2005, the data gathering technique was changed to be based only on confirmed cases of malaria.  Therefore, it is somewhat impossible to perform a valid correlation of the two sets of data.
4.  Joerg Szarzynski had a profitable talk with the Namibian Prime Minister at the Copenhagen Climate Conference, about our effort in Namibia.
5.  The World Meteorological Organization has requested they be sent a formal invitation to attend the January workshop.
6.  Guido reported that the Namibia National Planning Commission is supporting the Pilot program and has reached a tentative agreement with the World Bank to fund travel for neighboring countries’ participants to attend the January workshop meeting.
7.  Joerg is to add excerpts from the Namibian Prime Minister’s presentation at the Copenhagen Climate Conference to the White Paper. 
8.  Next teleconference of this group is to be on 7 January 2010.
On Thursday, December 23, there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Vuong Ly, Rob Sohlberg, and Joe Young.

Notes from this teleconference are as follows:

1.  Dan Mandl reviewed his updated task list.
2.  Rob Sohlberg has marked-up Bogdan Oaida’s action items list and will forward it to the team.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Continued discussion with CASPER developers at JPL to determine areas in WARP processor memory to avoid

· Reported FOT desire to map around four locations that have much higher counts of single bit errors

· Advised that changing ASE software update to map memory around all four locations would delay software delivery by at least two months, thereby delaying leap second fix and other updates

· Agreed to only address most problematic bit error location, which has over twice as many single-bit errors as next highest bit errors location
· Continued mitigation of low voltage values for recent modified lunar calibrations

· Received notification that mission scientist would prefer to temporarily suspend modified lunar calibrations while alterations are developed

· Recommended removal of ALI and/or Hyperion lamp calibrations from sequence

· Received approval from scientist allowing FOT to analyze command sequence and develop new modified calibration that removes ALI and/or Hyperion lamp calibrations

· Continued analysis of recent increase in frequency of some instrument temperature limit violations—most notably the temperature of the ALI power module

· Analyzed historical data and discovered annual variation with maximum temperatures during days 310 – 010

· Discovered increase from year to year of these temperatures on the order of 0.25 – 0.45 degrees per year

· Delivered data to ALI subsystem engineer and continuing dialogue and data transfer

· Reported that effects of these two phenomena play a large role in the recent temperature violations

· Analyzing end of year data for 2009 to determine if increased instrument on-times due to ASE r5 are also having any effect 

· Continued study of attitude control system position error values

· Found errors about y-axis to be more noisy than other axes

· Observed decrease in driver voltage for B gyro in IRU during mission lifetime that has been more steep than other two gyros

· Beginning analysis to determine if the two phenomena are related and what, if any, corrective actions should be taken

Mission Planning

· Continued migration from Command Management System (CMS) software to ASIST SCP (Stored Command Processor) module

· Continued functional testing

· Observed difference in command loads that contain 32k S-band supports

· Found difference to be in timestamp of buffer switch command instituted automatically at end of some ATS loads

· Discovered empty command loads that use buffer switching (i.e., command load only contains buffer switch command at end of time period) cause ASIST SCP to produce erroneous load

· Ensured that such loads never have been used and never will be used

· Continuing investigation of cause of different timestamps in automatically inserted buffer switches in non-empty command loads

· Continued support of JPL development of ASPEN software for installation at MOC for use by FOT

· Compiled and delivered all mission planning files relating to building of command loads for burn maneuvers and lunar calibrations

Flight Dynamics
· Observed disk utilization problem with legacy flight dynamics computer (on which some automatic and manual file transfers still occur)

· Assisted system administrator in diagnosing problem

· Catalogued all remaining functions currently performed by legacy computer

· Ensured that all functionality to be moved temporarily to other computers while computer was being repaired (if repair lasted more than one day)

· Restarted computer, observed nominal performance and tested processes

· Found system to be performing nominally

· Continuing effort to migrate off of legacy computer on to new flight dynamics computers

· Awaiting firewall changes to be made by the Network Operations Center in order to test new processes on new computer 

· Finalizing development of parent script to streamline orbit determination process automation

Trending

· Installing updated script to facilitate data transfer from front end computer to ITPS machine

System Administration
· Received report from FOT that the legacy flight dynamics computer had become noticeably slower last week

· Troubleshot using the system logs and commands such as “ps” and “top”.  This action provided no indication as to what was slowing the system down

· Used the “uptime” command to show that the computer had not been restarted in over a year—after rebooting, the system was at least as fast as normal 

· Suspect a slow memory leak or some OS related task that was hung to be the cause of the performance hit

· Observed FOT has used this computer for regular operations and reports no loss of functionality due to the reboot

· ITPS (trending system)

· Examined the event log which showed a few New Technology File System (NTFS) errors, stating that part of the file system structure on the disk was corrupt (these are the same errors that appeared before the hard drive failed a few weeks ago)

· Discovered the error times corresponded with use of the NT Backups utility to do weekly backups of the C and D drives (the section of the hard drive that contained the error does not seem to be in use other than during backups)

· Used the Clonezilla imaging program, which also reported NTFS issues and would not continue until they were fixed

· Used the “chkdsk” utility with the fix option, which reported finding and fixing a file on one of the hard drives

· Suspect that one of the disks in the RAID-5 had a bad sector

· Observed that after running “chkdsk” the NTFS errors have stopped

· Created full disk image using Clonezilla

· Observed that the system seems to be functioning fine now

· Believe routine backups of the D drive (ITPS data), daily “rsync’s” of the telemetry data, and periodic images of the C drive should be all we need in case this error occurs again in the future

· Started implementation of the CIS Benchmarks on the ITPS trending system.

· Benchmarked previously, but the settings were lost when the system had to be rebuilt

GROUND AND SPACE NETWORK

Station Downtimes

· Received notification that HGS is still red, effective starting September 7, and ETRO is unknown.
· Received notification that HGS is still red with an unknown ETRO (downtime started on day 250)

· Received notification that WGS was red on December 19, starting at 14:00z, due to snowstorm

· Received notification that MGS was red on December 19, starting at 17:30z, due to power outage

· Received notification that PF1 & PF2 were yellow on December 19, starting at 16:30z, because of problems sending commands

Operational Discrepancies
· Received no telemetry during WGS S-band contact on December 19 at 15:45z

· Received no telemetry during MGS S-band contact on December 19 at 17:57z

· Received no telemetry during MGS S-band contact on December 19 at 21:12z

UPCOMING EVENTS

· Conduct nominal lunar calibration on January 1
· Cancel associated modified lunar calibration 

· In January 2010, institute ASE software patch onboard spacecraft to correct for the leap second issue, the WARP Mongoose V single bit error issue, and the temperature log size issue. 

Imagery Status

Scenes and Engineering Cals planned for week of December 17 – December 23, 2009             118
Total scenes and engineering calibrations planned for entire mission – approximately 50,456
Total Scenes:  ALI scenes in the Level 0 archive              46,080             (as of December 23, 2009)

                         Hyperion scenes in the Level 0 archive    45,833             
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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