EO-1 Weekly Status Week of August 6 – August 12, 2009

Day of Year 218 - 224
Mission Day 3190 - 3196
Earth Observing-One (EO-1) General

There were 153 Data Collection Events (DCEs) scheduled this week:
· Retrieved all images:

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted ALI internal (Type II) calibration on August 10 at 00:00 UTC

Performed lunar calibration

· Conducted all-instrument nominal lunar calibration on Thursday, August 6 during the 16:25 UTC umbra.

· Performed modified lunar calibration (ALI & Hyperion) two orbits later using nominal scan direction

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, August 6 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Stu Frye, Rob Sohlberg, Jason Stanley, Bogden Oaida, Zack Gonnsen, Jerry Hengemihle, Walt Truszkowski, and Joe Young.
Notes from this teleconference are as follows:

1.  Dan Mandl’s charts for presentation at the HyspIRI workshop were reviewed and a number of suggestions were made for changes.  There was reconciled overlapping content between presentations by Dan Mandl, Bogdan Oaida, and Steve Chien.

2.  Stu Frye noted other Direct Broadcast types could be considered that can provide higher downlink data rates such as HD TV.  Higher rates may be needed to compensate for the short contact times with ground antenna.

On Tuesday, August 11, there was a Flood SensorWeb collaborators teleconference.  
Participants:  Stu Frye, Lenny Roytman, Olaf Kranz, Serhiy Skakun, Pat Cappelaere, Walt Truszkowski, and Joe Young.
Notes from this teleconference are as follows: 
1.  Olaf Kranz stated questions he had about the NASA and NOAA presentation titles information for the Bonn workshop as submitted by Dan Mandl.  In particular, he asked that a brief high level presentation be made of pertinent U.S. activities during the General Block session.

2.  Stu Frye agreed that such a presentation would be made.

3.  Olaf Kranz stated that the final workshop agenda would be sent by end of the week.

4.  Lenny Roytman gave a brief description of his workshop presentation to be given that focuses on the relation between vegetation species and presence of mosquitoes and the resulting occurrence of malaria.  He anticipates that hyperspectral data will differentiate between vegetation species that either support or not support the presence of mosquitoes.
5.  Stu Frye stated that a request for activation of the International Charter has been approved to acquire radar images of the severe flooding and resulting landslides in Taiwan.

At the HyspIRI Science Workshop, Dan Mandl presented status of HyspIRI IPM testbed activity on Tuesday, August 11 immediately after Bogdan Oaida presented system engineering status.  On Wednesday, Steve Chien presented the JPL activity status on the IPM algorithms and classifiers development. Also, Dan Mandl presented the Normanton Flood SensorWeb data simulation during the last three minutes of the time slot.
Stu Frye held a teleconference with the national partners in the British Virgin Islands on how to start mitigation activities as part of the Caribbean Flood Pilot.  He also reviewed, with SERVIR collaborators from the CATHALAC agency in Panama, a list of archive scenes acquired by RADARSAT 1&2 from the Canadian Space Agency that covers the five islands of the Caribbean Flood Pilot national partners. 
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

· Conducted inclination maneuver to maintain spacecraft MLT on August 11 at 14:22 UTC

· Designed and executed 400-s inclination burn

· Secured TDRSS coverage during maneuver sequence to monitor telemetry

· Observed nominal system performance

· Computed overall thruster duty cycle to be 61.2%, which is in line with historical performance

· Computed thruster scale factor to be used as input to planning process for next maneuver on August 13

· Expect maneuvers to maintain descending node MLT at 10:00am for approximately two months based on updated propagation models

· Continued study of star-tracker performance

· Obtained two documents describing format of primary and auxiliary AST packets

· Believe each document to be dated and to contain some inconsistencies

· Building scripts to parse data based on information taken from both documents

· Added messages to paging system to clarify status of telemetry and commanding during passes

· Judged system to be inadequate when FOT attempts to distinguish loss of commanding from lack of telemetry during lights-out operations

Added capability to real-time operations and paging system to clearly notify FOT when telemetry is not being received and when MOC loses commanding of spacecraft
Mission Planning

· Continuing to perform more frequent updates of TDRS ephemeris data during fleet reassignment for TDRS at longitude 275 degrees West

· Continuing effort to migrate command load generation from legacy hardware to new version of ASIST

· Configured ASIST OSCP capability to generate command loads from Unprocessed Daily Activity Plan (UDAP) files on development T&C system

· Beginning to write test plan to guide testing effort

· Began effort to install ASPEN mission planning software in MOC

· Discussed status of software delivery from JPL with software developer

· Received word that checkout of r5 software is complete from an ASPEN perspective

· Asked developer to compare pre-r5 and post-r5 required ASPEN configurations so MOC systems administrator can make necessary changes to computer configuration
· Plan to conduct online teleconference when ASPEN is to be installed so MOC personnel can have detailed walkthrough of components, common problems/fixes, etc

· Anticipate hearing from software developer in several weeks

Flight Dynamics
· Continuing migration of all flight dynamics processes to new hardware

· Continued testing of parent script used to obtain input files on new hardware 

· Continued establishment of new system for ground stations to deliver tracking data to new hardware

· Working with SGS personnel to establish parallel file delivery to both old and new hardware in MOC 

Trending

· Ingesting old telemetry available on backup front end machine

· Estimate at least one year’s worth of telemetry available on machine

· Plan to ingest this telemetry before proceeding to playing data from archived tapes

· Clarified reason for apparent discrepancy in reported data capture percentage

· Determined reason for low data capture rates for days in past was because small segments of data was left on front end machine after being archived to tape

· Believed data was still on front end machine, so expected more data—whereas front end engineer expected no data to be on front end after archiving to tape

· Performing playbacks from tape to flesh out missing data in ITPS

System Administration
· Continued configuration of new flight dynamics hardware to receive tracking data from ground stations

· Received successful transmittal of tracking data from PF1 and PF2

· Collaborating with WGS personnel regarding file delivery

· Received notice from SGS that they will be able to support parallel delivery to both flight dynamics systems in MOC

· Discovered problem with cygwin cron jobs on new flight dynamics computer in which scripts that run successfully manually cannot be run via cron

· Researched issue and attempted multiple fixes, including removing any special characters from files, configuring cron to run as specific account instead of the Local System account, and creating a new user with special privileges to run the cron

· Continuing research such no solutions have worked to date

· Verified archive of old T&C system before beginning system rebuild

· Installed software patches as necessary, including the 9 high-level patches released by Microsoft on August 11 

GROUND AND SPACE NETWORK

Station Downtimes

· Received notification that SGS is yellow for auto-tracking, effective on August 9 at 21:30 UTC

· Observed no impact on operations
Operational Discrepancies
Observed no operational discrepancies during this time period

UPCOMING EVENTS

Planned software patch to onboard ASE r5 code

· Coordinated with JPL personnel for timing as to when patch can occur
· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Conduct inclination maneuver to maintain spacecraft MLT on August 13 at 14:00 UTC
Imagery Status

Scenes and Engineering Cals planned for week of August 6 – August 12, 2009             153
Total scenes and engineering calibrations planned for entire mission – approximately 47,356
Total Scenes:  ALI scenes in the Level 0 archive              43,146 (as of August 12, 2009)

                         Hyperion scenes in the Level 0 archive    42,899
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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