EO-1 Weekly Status Week of August 13 – August 19, 2009

Day of Year 225 - 231
Mission Day 3197 - 3203
Earth Observing-One (EO-1) General

There were 156 Data Collection Events (DCEs) scheduled this week:
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted Hyperion solar calibration on August 18 at 14:20z

Performed instrument decontamination cycles

· Conducted Hyperion deicing on August 17 from 00:25z to 15:15z

· Conducted ALI outgassing on August 17 from 00:35z to 15:25z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, August 13 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Stu Frye, Pat Cappelaere, Linda Derezinski, Walt Truszkowski, Troy Ames, and Joe Young.
Notes from this teleconference are as follows:

1. Vuong Ly will finish setting up the Hyperion L1R and L1G processing on the Building 23 server and deliver those products to the Joyent server for distribution.  He will also load the WCPS NDVI algorithm onto the Spacecube-1 processor using SWAMO agents and Core Flight Executive and then run that algorithm against a Hyperion scene from the New Orleans airport taken this spring.

2. Danny Tran at JPL has been asked to develop a webpage that will accept a posting for an individual Scene ID from EO-1 and to respond with task status via an API.

3.  USGS has completed all processing for EO-1 Hyperion Level 1G scenes.  Stu Frye noted that the USGS will begin producing full resolution browse images for EO-1 scenes in the next month or so.

4.  There was a discussion about how to geolocate Level 1R atmospheric corrected data.  The Terrain Correction process that produces the L1G GeoTIFF data resamples the spectra and makes the L1G inferior for spectral studies, however, the L1R product is a rectangle that cannot be shown in Google Earth because it contains no geolocation information and is not slanted to reflect the actual ground track.

5.  Pat Cappelaere and Vuong Ly updated the ALI L1G processing script to generate a feed to the GeoBPMS server as a notification that will start a workflow and generate higher level derived products then automatically send links to those products to the user that requested the tasking in the first place.  The ability to run this workflow on demand was also implemented and demonstrated to deliver the derived products when the user supplies the Scene ID.

6.  Stu Frye stated that a notice has been issued that Torrent file sharing will no longer be allowed on Government and contractor computers.  It is thought that this will not apply to the Joyent servers, since they are not government nor contractor owned equipment.  They are only leased for the purpose of prototyping our sensor web technology.

7.  Jerry Hengemihle has received the 60m resolution/145km swathwidth simulated HyspIRI data from Ben Cheng in the MSO.

8.  There was a discussion about difficulty in settling the security issue with GSFC and NASA Headquarters IT personnel regarding the use of OpenID and OAuth for web service security and how to integrate it with the NASA IT security strategy.

9.  Walt Truszkowski was asked to pursue the security issue.

10. Pat Cappelaere asked Troy Ames if the OASIS autonomous boat project might have any interest in a hyperspectral instrument with 0.38 - 1.9 micron spectral range, 5nm bandwidth individual bands, and 15m pixel resolution.  Troy said he would contact John Moisan at Wallops about the possibility of this capability being used for coastal ocean science.

On Tuesday, August 18, there was a Flood SensorWeb collaborators teleconference.  
Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Joerg Szarzynski, Serhiy Skakun, Chris Nicholas, and Joe Young.
Notes from this teleconference are as follows: 
1.  Chris Nicholas discussed the UN-SPIDER Portal and its status.  Chris is constructing a contact list of authorized users that will be provided accounts on the Portal and described how he is using the Pat Cappelaere GeoBPMS interface and GeoTorrent file sharing scheme to integrate UN-SPIDER Portal with the sensor web.  Chris has been using the Troy Ames Java client to post tasking requests automatically to the GeoBPMS through the API for machine-to-machine interaction.

2.  Chris Nicholas discussed call for proposals being issued by the EU 7th Framework Program (FP7) for Research and Technological Development for research in Europe and sent the link to FP7.  Showing collaboration with this program in using their data and results and sending them our data and results is being strongly encouraged as a competitive advantage in future proposals, such as the Venture Class Sub-orbital call that was just released.

4.  Stu Frye stated that there would be a Caribbean Flood Pilot splinter meeting on 20 October in Bonn prior to start of the UN-SPIDER workshop on 21-23 October.

5.  Joerg Szarzynski stated that there would be a Namibian splinter meeting sometime during the 21-23 October Bonn workshop.

6.  Stu Frye stated that he had requested information on 8 August about activation of the International Charter “Space and Major Disasters” to obtain satellite images of the flood disaster that began in Taiwan on August 6 on behalf of Dr. Cheng-Chien Liu, our Formosat-2 collaborator in Taiwan.  Stu started the process by tracking down which of our collaborating satellite providers was delivering data to Taiwan and who they are giving it to.  As it turns out, Dr. Liu was not receiving any data because he needed to sign a non-disclosure agreement (NDA) with the Taiwan National Space Organization (NSPO) to gain permission to receive the data.  Stu learned that International Charter satellites from ESA, CSA, JAXA, CNSA, IRS, and SPOT had delivered several collects each by 19 August.  But it took until that date for Dr Liu to receive the contact information for Dr. Wei-Sen Li in the Taiwan National Center for Disaster Reduction (NCDR) and for the Univ. of Hawaii Pacific Disaster Center to be able to obtain the data under the new NDA.  The GeoEye satellite also delivered some optical high resolution images.  It is expected that Dr. Liu will receive data from the International Charter satellites soon.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

· Conducted inclination maneuver to maintain spacecraft MLT on August 13 at 14:00z

· Designed and executed 400-s inclination burn

· Secured TDRSS coverage during maneuver sequence to monitor telemetry

· Observed nominal system performance

· Computed overall thruster duty cycle to be 61.0%, which is in line with historical performance

· Computed observed thruster scale factor of 1.081 to be used as input to planning process for next maneuvers

· Expect maneuvers to maintain descending node MLT at 10:00 for approximately two months based on updated propagation models

· Continued study of star-tracker performance

· Using scripts to parse data based on information taken from both documents

· Parsed star ID, apparent magnitude, and brightness errors of brightest objects in AST FOV

· Attempting to verify data since available documentation appears inconsistent and reported brightness errors are higher than expected

· Analyzed occasional low bus voltages during outgassings

· Discovered X-band supports conducted late in spacecraft night during outgassings push voltage low enough to occasionally violate yellow low limit

· Recommended avoiding X-band supports late in spacecraft night during outgassings

· Observed in past 10 days three reported temperature spikes on rear side of outer panel of solar array

· Researched historical temperatures of solar array and found no such high-temperature limit violations

· Found two other spikes not high enough to exceed limit in those 10 days

· Measured duration of each spike to last approximately two minutes

· Noticed each violation occurred in similar geometric configuration, approximately 5 minutes into spacecraft night

· Studied attitude response during events and witnessed no jitter outside of noise

· Analyzed cell performance during solar array characterization performed after last spike

· Observed nominal performance for all cells 

· Suspect electrical anomaly such as thermistor failure or electrical short

· Researching RXTE thermistor failure anomaly since performance appears similar

· Continuing to study if due to short, much as chassis current spikes were believed to be due to short near joint at which solar array rotates

· Ruling out reflected light since occurring during spacecraft night

· Ruling out debris hits since no anomalous attitude data

· Spacecraft power nominal during period

· Continuing research into issue

Mission Planning

· Continuing effort to migrate command load generation from legacy hardware to new version of ASIST

· Started to develop sampling methodology for test cases

· Desire to conduct thorough test of command database, but number of commands and sub-mnemonics too numerous to test each possible case

· Anticipate using all commands used on regular basis, paired with stratified sampling of other commands
Flight Dynamics
· Continuing migration of all flight dynamics processes to new hardware

· Continued testing of parent script used to obtain input files on new hardware 

· Continued establishment of new system for ground stations to deliver tracking data to new hardware

· Received confirmation from SGS personnel that they can support parallel file delivery to both old and new hardware in MOC

· Collaborating with SGS personnel to make necessary firewall rule changes

Trending

· Ingesting old telemetry available on backup front end machine

· Developing methodology to setup pseudo telemetry in ITPS

· Discovered no pseudo telemetry currently available in ITPS

· Discussions with ITPS and ASIST developers led to three options: setup ITPS to listen to ASIST socket; develop tool to translate ASIST pseudo database files into ITPS; manually enter formulas to ITPS

System Administration
· Began rebuild of T&C computer to be used as processing station for front end support engineer

· Installed and configured RedHat4

· Updated Linux kernel version

· Installed and configured ASIST

· Used backup media from the primary ASIST computer to populate this ASIST computer with the latest procs, pages, scripts, etc.

· Configured enlightenment display options

· Updated SSH and ActivePerl

· Awaiting security scan and FOT testing before continuing with CIS benchmarking

· Continued troubleshooting problem with cygwin cron  jobs on new flight dynamics computer in which scripts that run successfully manually cannot be run via cron

· Configured FOT laptops and placed on CNE network

GROUND AND SPACE NETWORK

Station Downtimes

Received notification SGS is yellow due to electrical brake problems that began on August 16 at 18:00z.

· Lost 2 images and 1 post-image calibration due to beginning of brake problem.
Operational Discrepancies
Observed no operational discrepancies during this time period

UPCOMING EVENTS

Planned software patch to onboard ASE r5 code

· Coordinated with JPL personnel for timing as to when patch can occur
· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Imagery Status

Scenes and Engineering Cals planned for week of August 13 – August 19, 2009             156
Total scenes and engineering calibrations planned for entire mission – approximately 47,512
Total Scenes:  ALI scenes in the Level 0 archive              43,311 (as of August 19, 2009)

                         Hyperion scenes in the Level 0 archive    43,065
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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