EO-1 Weekly Status Week of February 7 – February 13, 2008
Day of Year 038 - 044
Mission Day 2642 - 2648
Earth Observing-One (EO-1) General

There were 112 Data Collection Events (DCEs) scheduled this week.  
A kickoff telecon was held with the International Red Cross (IRC), Japan Aerospace Exploration Agency (JAXA) personnel, Ukrainian flood modeling team, and the GSFC EO-1 sensor web team to discuss a flood scenario.  This flood scenario is being developed to prototype a process to enable the IRC to send flood alerts to areas at risk of flood in Africa and Asia.  This activity is also serving as a use case prototype for the Committee on Earth Observing Satellites (CEOS) subgroup Working Group on Information Systems and Services (WGISS) to demonstrate the use satellite constellations through sensor webs to accomplish key societal benefits as defined by Group of Earth Observations (GEO).  A model output, for a recent Mozambique river flooding event, was delivered to the telecom participants by the Ukrainian modelers.  The baseline river track was derived from Landsat 7 data and the flood boundaries were developed using data from the European ENVISAT satellite.  The EO-1 team will obtain subsequent images of the area triggered by the model output.  The objective is to develop various products and select a compelling set of products that can be used by the IRC operationally in their particular areas of interest.
EO-1 INSTRUMENTS
All instruments operated nominally this week.
EO-1 Spacecraft Subsystems
Power
· Eclipse periods.

· EO-1 successfully flew through two lunar eclipses.
· On February 7 (038) at 02:08z – 02:27z
· On February 7 (038) at 03:57z – 04:22z
· During these eclipse periods, EO-1 suspended activities that increased power consumption.

· No images were taken during the eclipse periods.

· No X-band downlinks were performed during the eclipse periods.

Command and Data Handling (C&DH)

· Continued to experience problems playing back engineering data from its Solid-State-Recorders.

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Sensor Web & Virtual Observatory Demonstrations

A teleconference was held between the Advanced Information System Technology (AIST) Sensor Web collaborators on Thursday, February 7.  The following items of interest were discussed:
· Vightel Corp. is developing OAuth security for use with workflow chains.  They are also developing a common Application Programming Interface (API) for executing workflows that utilize different execution engines.  Three different execution engines are being addressed by the common API.  The three kinds of engines are Business Process Execution Language (BPEL) using Service Oriented Architecture Protocol (SOAP) and Web Service Definition Language (WSDL), Sensor Modeling Language (SensorML) based, and Open Workflow Engine (OpenWFE).  

· Draper Lab has received new funding and will begin deriving a cloud prediction Web Coverage Service (WCS).
· West Virginia High Technology Consortium (WVHTC) is making progress on executing a SensorML based workflow for generating a flood classifier.  Their initial development uses the flood classifier from Arizona State University that is flying onboard EO-1.  That version uses a nonstandard data product as initial input which mimics the onboard data format (know as Level 0.5).  WVHTC was requested to modify the algorithm to use Level 1G as the input.
· Northrop Grumman is producing a smoke classifier web processing service (WPS) that will be imbedded in a BPEL workflow engine produced by George Mason University (GMU).  The smoke classifier uses EO-1 Level 1G Hyperion data as input and creates a smoke product as the output.
· Another Rhodamine dye detection experiment, using Telesupervised Adaptive Ocean Sensor Fleet (TAOSF) based on the Ocean Atmospheric Sensor Integration System (OASIS) which is a robotic platform for autonomous boats, is to be conducted on February 21 in the Chincoteaque Bay by GSFC collaborators.  EO-1 will be targeted to image Chincoteaque Bay to collect data that can be used to construct a Rhodamine dye detection algorithm for Hyperion data.  In the near term, Rhodamine dye detection from the OASIS boats will autonomously trigger an EO-1 scene using a GeoBliki sensor planning service (SPS).  Ultimately, an SPS for the OASIS boats will be implemented to accept target requests triggered by EO-1 Rhodamine dye detection.

· Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week.

EO-1 MISSION OPERATIONS CENTER
Real-Time
· ATS goal file delivery failed.

· February 13, 2008 day 044 goal file delivery has failed to the MOC/EO-1.

· Spacecraft will not perform ASE operations between 044 00:00:00 and 044 23:59:59.

· Due to this anomaly EO-1 has missed executing the following tasks.

· Russia Kuril Islands image scheduled for 044 00:37:00 GMT.

· AGS S-Band contact scheduled for 044 01:58:00 GMT.

· Hyperion Solar calibration scheduled for 044 02:08:00 GMT.

· AGS X-Band contact scheduled for 044 03:34:00 GMT.

· Dual image collect scheduled for 044 04:03:00 GMT.

· India Andaman islands 

· France Ile Amsterdam.

· Dual image collect scheduled for 044 05:49:00 GMT.

· Cargados Carajos Shoals

· France Iles Crozet

· Instrument decontamination cycle scheduled for 044 06:35:00 GMT.

· FOT will reschedule this cycle.

· EO-1 will return to nominal ASE operations on 045 00:00:00 GMT.

· EO-1 will operate with backup load generated by FOT until 045 00:00:00 GMT.

· Passes only load created and up-linked to the spacecraft using TDRSS.

· TDRSS 171 contact scheduled on 044 15:05:00 – 15:45:00 GMT.

· No other images will be lost.

· EO-1 was scheduled for instrument decontamination cycles.

· E-mail delivery of goal files to be updated to Secure Copy or Secure File Transfer Protocol.

· FOT will update SGM code to utilize SCP or SFTP to prevent future delivery failures.

· Refer to the Operational Enhancements sections of this report for further details.
Mission Planning
· Speedwheel System Board has failed.  

· New board must be ordered.

· All mission planning tasks are now performed on Bullseye.

· FOT cannot process image requests until Speedwheel or Axle is fully operational.

· LTP records cannot be processed with Bullseye.

· All other spacecraft activities can be scheduled using Bullseye.

Flight Dynamics
No change from last report.
Data Analysis and Trending
No change from last report.
System Administration
· Primary Front End Machine FluFlu’s cooling fan failed on February 8, 2008.

· FOT utilized the backup front end machine Judo until February 11, 2008.

· Three stations MGS, AGS and SGS were notified of the fail over.

· GN stations successfully supported the failover.

· All operations successfully completed during this time period.

· MOC returned to normal operations using FluFlu on February 11, 2008 at 17:00 GMT.

· Cooling fan has been replaced on FluFlu.

Operational Enhancements Requests and Discrepancy Reports
· New automation concept will be engineered to handle delivery, notification and processing of products.

· A combination of the secure copy function and Perl scripting will be utilized.

· New notification code in place.

· Another layer of code has been placed in operations that will notify FOT members if an ATS load is missing for a given day.

· This notification is currently a part of the nominal lights out procedures.

GROUND AND SPACE NETWORK

Station Downtime
· No major problems to report.

Operational Discrepancies
· No major problems to report.

Support Enhancements  
· Continuing to provide contacts to the SDOGS antennas.
Upcoming Events
· An all instrument nominal lunar calibration sequence.

·  Activity scheduled during spacecraft umbra on February 21 (052) at 18:03:00z.

· Rescheduling activities due to the ATS goal file delivery anomaly.

· Instrument calibrations and decontamination cycles will be rescheduled for next week.

Imagery Status
Scenes and Engineering Cals planned for week of Feb 7 – Feb 13, 2008              112
Total scenes and engineering calibrations planned for entire mission – approximately 48,369
Total Scenes:  ALI scenes in the Level 0 archive            34,846 (as of Feb 13, 2008)

                        Hyperion scenes in the Level 0 archive    34,594
Publications and Presentations Status (as of 12-05-07)
404 publications 

284 external presentations

53 articles and press releases
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