Weekly Status Week of December 4 – December 10, 2008

Day of Year 339 - 345
Mission Day 2943 - 2949
Earth Observing-One (EO-1) General

There were 109 Data Collection Events (DCEs) scheduled this week.  

INSTRUMENTS

All instruments operated nominally this week.

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Sensor Web & Virtual Observatory Demonstrations

Final report for the ESTO AIST Supplemental Award was submitted.
A teleconference between the Advanced Information System Technology (AIST) Sensor Web collaborators was held on Thursday, December 4.  The following items of interest were discussed:

· Commercial processing and storage service was leased from Joyent Technologies for purpose of performing Level 1 & 2 ALI data processing.  All ALI Level 0 data files will be forwarded to the new commercial server and all ALI Level 1R and Level 1G products will be produced.  Level 1G GeoTIFF files will be served via an OGC compliant Sensor Observation Service (SOS) developed in Python programming language.  On-demand Level 2 classification products will be served through a Web Processing Service (WPS) and News Feed links.
· In parallel, we have also set up a Linux box in the EO-1 MOC to process ALI L1G and have ordered an enhanced server for use as the EO-1 Web server and to perform the ALI SOS functionality.  We then have two ways to set up the system which automates and serves out ALI data.  This provides us flexibility so that if we run into problems crossing firewalls and the like, we have alternate paths.  The vision is to prototype methods to share data paths from the closed and open side of the network and then to automate the production of these custom data products for users and possibly set a precedent at GSFC for other missions as to how to accomplish this.

Steve Chien produced a prioritized list of upgrades that JPL is working on for the upcoming year.  The first group of items was identified as having sufficient funding and is in process as follows:  
1. Allow single vs. dual acquisition interchangeability in automated schedule of acquisitions

2. Allow deletion of scheduled X-bands or addition of unscheduled X-bands where S-bands are already scheduled

3. Relax constraints for require separation times between events such as slews, biases and earth acquisition

4. Facilitate ability to implement onboard science classifiers by dropping in code or by use of Support Vector Machine classifiers.

Note that item 4 above provides a head start for demonstrating a needed capability for the HyspIRI Decadal mission.

5.  Supply automated feedback for the status of tasking requests to EO-1 including accepted/rejected, bumped, uplinked, executed, L0 processed and got data.  The feedback will serve GeoBliki so that users that task EO-1 via the Campaign Manager can get status of their requests.  The method to accomplish these items might be modified to assure that these capabilities are reasonable development efforts.

Items still left to discuss include:

6.  Geo-location of pixels in Hyperion L1R data product

7. Add an unscheduled X-band downlink

8. Provide visibility into the CASPER back to GSFC and GeoBliki for upcoming 7 days

9. Onboard ALI L0 processing for a user specified data subset (Bruce Trout is examining this under a GSFC task) 

· Steve Chien volunteered to generate a matrix of tasks vs funding categorized by remaining funds, EO-1 new FY09 budget, and new ESTO AIST funding.

· Next HyspIRI science team meeting is scheduled for August 2009 at which time we would like to have EO-1 on-board upgrades implemented and presented as possible capabilities useful for HyspIRI.  
A teleconference between the flood early warning sensor web collaborators was held on Tuesday, December 9.  The following items of interest were discussed:
· Contents of a flood demonstration collaboration activity that is to be completed by Jan. 19, 2009 with DoD.
· A discussion with the South African Meraka Institute participants related to their deployment of a Direct Broadcast antenna to receive MODIS data and how MODIS flood algorithm code could be deployed in South Africa by NASA to process data received by this antenna.  This idea was contrasted with the delivery of time line data for TRMM and MODIS provided from GSFC.  MODIS data processed at GSFC is delivered about 9 hrs after data is acquired.
· The team discussed possible ways to provide MODIS time series data for flood maps where the MODIS data contains nominal water levels and prior flooding extent over several years based on historical data.
· Evidently only 3 bands from MODIS are required to determine these historical water level maps.  A typical MODIS map will be presented as a 10 deg x 10 deg overlay.

· MODIS data composites for history water levels are being constructed by both the University of Maryland and Dartmouth University for separate purposes.  Our team will collaborate with them to provide both as web services.  Work flows will be constructed such that a selection can be made between these two alternatives.  
· Classification data products are being provided as multiple News Feeds gathered by Feed Aggregators such as Goggle Reader.
· Flood monitoring by Microwave satellites are provided at key areas and the data displayed on the Dartmouth Flood Observatory website.

· Value of having a well calibrated hydrological model to predict flooding was discussed.

· Fritz Policelli is to send email message about the use of ground sensors.
· Team was reminded about the special GEOSS AIP-2 Disaster Management Caribbean Flood Pilot teleconference next week on the 16th. 

The Mission Science Office (MSO) held a meeting on December 9 to discuss EO-1 products and operation issues.  The following items of interest were discussed:

· Discussion was held about the various Atmospheric Correction methods which are available.  Petya Entcheva is in the process of evaluating the various methods.
· Petya Entcheva discussed a particular Antarctica site called Dome C that may be used for inter-comparison between several remote sensing satellites as part of a CEOS Working Group on Calibration and Validation (WGCV) campaign.
A meeting with a DoD cross domain sensor web collaborator was held on Dec. 10 to discuss the possibility of them providing additional ground sensor installations in Africa for use in our flood scenario to possibly detect contaminants.
Kevin Fisher is working with DoD signatures to establish a sensor web interface in a civilian setting by Dec. 19.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 
EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Upgraded Real-Time systems:
· ASIST has been configured and runs properly on the primary development machine.

· PROC and RDL databases have been compiled

· Telemetry display pages are also available on this system

Leap-Second:

· The International Earth Rotation and Reference System Service (IERS) have announced the addition of one leap-second on December 31, 2008 at 23:59:59z.

· FOT will monitor spacecraft GPS performance after the leap-second has been introduced.
Mission Planning

ASPEN upgrade:

No change from last report.
Flight Dynamics

MLT control maneuver:

· 400-s inclination maneuver performed on Dec. 4, 2008 at 13:40:33z.

· Spacecraft state of health is nominal.

· Due to the addition of the leap-second on December 31 EO-1s MLT will effectively be lowered by one second.

· FOT will continue to predict MLT behavior and may decide to perform the next set of inclination maneuvers ahead of schedule.
System Administration

Building upgraded real-time systems:
· Two upgraded real-time systems have been built and setup for development.

· FOT has started development on both systems.

· FOT will implement a strict Configuration Management process for the new systems.

Patchlink: 

· Systems Administrator has reported current status to the security office.

· Systems without Patchlink (unsupported OS and old legacy systems) will be reported to the security office along with a schedule for installation of systems upgrades.

Anti-Virus (A/V) Installations and Scans:

· FOT has submitted a plan of action to the security office.

· Each system will be treated individually for installations and the scans.

· FOT will work closely with the system administrators to schedule each installation’s scan and test.
· FOT will follow the process outlined below for each node on the network.

· Complete EO-1 Mission Operations Change Request (MOCR)

· Image hard disk

· Complete any necessary configuration of anti-virus software, including installation if not already completed

· Conduct system scan

· Remediate vulnerabilities identified by anti-virus software

· Identify and resolve any operational issues caused by use of anti-virus software

· Complete testing/parallel operations

· Image hard disk

New Systems Administrator/Developer, Kenneth Sterling, has joined the FOT.
GROUND AND SPACE NETWORK

Station Downtimes

McMurdo Ground Station (MGS), McMurdo, Antarctica:
· Station status set to YELLOW until further notice.

· Ground station continues to have issues with command lock.

· MGS is able to lock on the downlink carrier and deliver telemetry to the MOC, however the station requires multiple sweeps before the MOC can successfully send commands.

· FOT will continue to schedule more engineering supports until the station is able to perform all functionality required for lights-out operations.
Operational Discrepancies

· No major problems to report.
Upcoming Events

Lunar Calibration:

· An all instrument nominal lunar calibration will be performed on Dec. 13th during the 02:54z umbra.

· A modified lunar calibration will be performed three orbits following the nominal calibration.

Imagery Status

Scenes and Engineering Cals planned for week of December 4 – December 10, 2008              109
Total scenes and engineering calibrations planned for entire mission – approximately 43,201
Total Scenes:  ALI scenes in the Level 0 archive            39,099 (as of December 10, 2008)

                        Hyperion scenes in the Level 0 archive    38,852
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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