Weekly Status Week of August 14 – August 20, 2008
Day of Year 227 - 233
Mission Day 2831 - 2837
Earth Observing-One (EO-1) General

There were 89 Data Collection Events (DCEs) scheduled this week.  
INSTRUMENTS

All instruments operated nominally this week.
Instrument decontamination cycle:

· ALI out-gassing was performed on August 16 (229) from 00:45z to 15:55z.

· Hyperion de-icing was performed on August 16 (229) from 00:45z to 15:35z.

Lunar calibration performed:

· A nominal (all instrument) lunar calibration was performed on Aug 17, 2008 (230) during the 12:22z umbra using an ATS load

· A modified (no Atmospheric Corrector) lunar calibration was conducted two orbits thereafter (August 17 during the 15:40z umbra) using an ATS load.

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events.
Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
Sensor Web & Virtual Observatory Demonstrations
A teleconference between the Advanced Information System Technology (AIST) Sensor Web collaborators was held on Thursday, August 14.  The following items of interest were discussed:
· Inputs needed to prepare for the August 25 2nd AIST Annual Review presentation were decided on.

· Multiple OASIS boats will conduct Rhodamine dye tests in the Chesapeake Bay during October 2008.  These tests will provide an opportunity for EO-1 to acquire Hyperion image data of the tests and determine if a dye detection classifier can be developed.
· It was agreed that a reasonable minimum delivery time for full Level 1G image data is less than 7 hours.  With this delivery time, a California scene, which is always taken at 11 am, will be delivered by 6 pm and therefore can be used during the 7 pm Forest Service Incident Planning meeting.
A teleconference was held with the CEOS and GEO/GEOSS teams on August 19 to further discuss the upcoming response to the GEOSS Architecture Implementation Pilot (AIP) Phase 2 Call For Participation (CFP).  Attendees at this teleconference represented NASA/GSFC, Canadian Space Agency, Caribbean Disaster and Emergency Response Agency (CDERA), Water Center for the Humid Tropics of Latin America and the Caribbean (CATHALAC), United Nations Platform for Space-based Information for Disaster Management and Emergency Response (UN-SPIDER), Japanese Space Agency (JAXA), and .The University of the West Indies.  This response is to focus on flood disaster management in the Caribbean.  The important items discussed are as follows:
· The group’s discussion focused around how to respond to the CFP request made by the GEO Architecture and Data Committee that should be submitted by the group. The GEOSS AIP Phase 2 CFP response is due on September 1, 2008. Phase 2 is expected to start in September 2008 and continue through September 2009.

· Stuart Frye distributed two new documents before the teleconference; an annotated outline that shows the proposed scope and includes writing assignments and a revised draft of the text that will be included in the proposal.
· It was decided to follow a common template for letters of support from NASA, CEOS, CDERA, CATHALAC, and UN-SPIDER.  Stuart Frye/Guy Seguin is going to prepare this template and circulate it to the group.  They are going to send their letters to Stuart Fry by Friday, August 22nd.  

· All participants with section writing assignments mentioned in the outline document will provide their input to Stuart Frye by Monday, August 25th.

· Robert Backhaus sent some input on the role of the UN-SPIDER that will be incorporated in the proposal.

· Stuart Frye mentioned that the Open Geospatial Consortium (OGC) is organizing a Pilot combining all organizations who submitted their responses by creating an abstract that will be posted on the internet.

· It was pointed out that JAXA’s Pilot project and this group’s Pilot projects will run independently, but will support and complement each other.

· Ron Lowther pointed out that his Air Quality group also is responding to the GEO Architecture and Data Committee (ADC) CFP with a Hurricane Victoria focused response.  It will be a parallel activity in the AIP and Ron’s group anticipates support and collaboration between the two responses.

· It was noted that once the group’s proposal is submitted, somebody from the ADC will be assigned to oversee the flood scenario and that person will be calling group’s teleconferences and scheduling scenario demonstrations of components.
· There are a series of upcoming meetings that present an opportunity for the group members to meet and discuss Pilot related activities and possible connections to other organizations’ activities.
· The next teleconference will take place Tuesday, August 26 at 12:30pm UTC.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week with the exception of the period when the lunar calibration was performed.
EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.
Mission Planning
No change from previous report.
Flight Dynamics

MLT-control inclination maneuver:

· FOT designed and executed a 400 sec. inclination burn to control the MLT drift.

· Burn occurred on August 14 (227) at 14:02:57z.

· Burn was executed as expected and the thrusters’ duty cycled at 61.41%.

Special scene:
· FOT will design a Data Collection Event (DCE) with a slew that incorporates a 90 deg yaw offset for the purpose of performing an ALI and Hyperion instrument calibration check across the focal plane arrays that will image the same ground scene.
· Scene is scheduled to be executed on August 25 (238) at 22:08z.
· FOT has simulated the slew and has verified that spacecraft constraints are not violated during the DCE.

· FOT will compare all results with the on-board autonomy solutions.

· FOT will compare the solutions provided by the JPL team before the load is verified for uplink.
System Administration

Systems administrator is performing Windows XP systems updates.

· Troubleshooting known issues of service pack 3.

Removed the last Windows NT machine (WALDORF) of the project network OPEN IO net.

· Waldorf will be maintained off-line until the testing and integration of its replacement is complete.

GROUND AND SPACE NETWORK

Station Downtimes
PF1/2 station anomalies

· PF1 and PF2 stations had anomalies recurring between August 16 (229) through August 17 (230).

· Types of problems included software errors on control and monitor systems.

· Both stations are now listed as operating GREEN.

Operational Discrepancies

Lost scenes:

· Due to the anomalies at the PF1 station, EO-1 never recovered the scenes listed below.

· EO-1 never established connections for the scheduled X-Band downlink with PF1 on August 18 (231) at 05:35z.

· 2008-231/02:29:46-Windriver 2008[MSO/N]

· 2008-231/02:39:57-Malaysia-SpratlyIslands38[MDLS/N]

· 2008-231/04:34:46-France-IlesdeKerguelen15a[MDLS/E]

Upcoming Events
No major events are scheduled for the next two weeks.
Imagery Status
Scenes and Engineering Cals planned for week of August 14 – August 20, 2008              89
Total scenes and engineering calibrations planned for entire mission – approximately 41,745
Total Scenes:  ALI scenes in the Level 0 archive            37,614 (as of August 20, 2008)

                        Hyperion scenes in the Level 0 archive    37,363
Publications and Presentations Status 
404 publications 

284 external presentations

53 articles and press releases
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