EO-1 Weekly Status Week of Jan 5 – Jan 11, 2007
Day of Year 005- 011
Mission Day 2235 - 2241
Earth Observing-One (EO-1) General:

There were 118 Data Collection Events (DCEs) scheduled this week.  
An all instrument lunar calibration was performed on 01/05/2007 (07-005) at 09:57z.
EO-1 Spacecraft Subsystems:

All spacecraft subsystems functioned nominally with the exception of the Command & Data Handling (C&DH) anomaly (see below).
C&DH 
Effort continued on developing workarounds for the Command and Data Handling Medium Speed Serial Port (MSSP) anomaly that prevents normal playback of recorded engineering data during ground network (GN) contacts.  Three workarounds are being pursued to capture the recorded data by other means.  

For the first workaround, the use of the McMurdo Ground Station (MGS) in Antarctica has been arranged with NASA Ground Network personnel to increase the amount of real time engineering data captured via GN supports.  Engineering configuration updates at McMurdo have been made and verified.  Test passes are tentatively scheduled for 16 January.  EO-1 will consider MGS "certified" with two consecutive passes that have good real time data delivery and good commanding.  EO-1 will schedule only S-Band supports from MGS.  Once certified, EO-1 can expect 2 passes per day there.
For the second workaround, no further Wide-band Advanced Recorder/Processor (WARP) record testing will be conducted until the issue has been resolved with the rise in WARP processor temperature that occurred during the last test. 
For the third workaround, testing in the Flight Software lab has been delayed due to lack of available support.  This problem has been brought to the attention of management and is expected to be resolved shortly.

Instruments:

The instruments operated nominally this week. 

Technology Activities:
In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
Sensor Web & Virtual Observatory Demonstrations
A briefing depicting EO-1's participation in the Open Geospatial Consortium (OGC) Web Services Testbed and the status of related sensor web activities being conducted under the NASA Earth Science Technology Office (ESTO) Advanced Information Systems Technology (AIST) grant awards was developed for presentation next week in San Antonio at the American Meteorological Society (AMS) annual meeting.  The standards-based web services architecture described in the briefing is under development via these and other activities.  The EO-1 team is coordinating work across multiple grant winners from Goddard Space Flight Center, Jet Propulsion Laboratory, University of Maryland, University of Alabama at Huntsville, Washington University at St Louis, and Draper Laboratory to maximize inter-grant cooperation.
Autonomous Sciencecraft Experiment (ASE)

ASE controlled EO-1 all week.  When ASE is up and running, the primary mission planning workstation in the Mission Operations Center is used for generating backup command loads for ground station contacts - no science images.  These backup command loads serve to maintain communication between the spacecraft and ground network in case of an ASE crash on-board.  Typically, both the primary and backup planning workstations can build command loads with full science image scheduling in the event of an ASE crash.  But when the hard disk crashed on the primary PC last week, the backup configuration stopped accepting science target records.  That configuration problem has been addressed and the backup capability is operating as expected while the hard drive on the primary is being replaced.
Ground System


Hardware Status
	Mission Planning
	
	Yellow
	The backup Mission Planning PC ‘speedwheel’ is now partially operational after the hard drive crash of the primary Mission Planning PC.  FOT is editing configuration files to allow ingesting science image records.  A new hard drive for the primary PC has been ordered and is due to arrive early next week.

	Flight Dynamics
	
	Yellow
	Due to an unknown issue with the PODS utility on STK, FOT can no longer perform orbit determination tasks on the primary flight dynamics machine.  FOT will continue to perform all functions as scheduled with the backup flight dynamics machine until these issues are resolved.


Ground and Space Network
EOS Data and Operations System (EDOS), GSFC, MD, USA
There are no major problems to report.

Wallops Ground Station (WGS), Wallops Island, VA, USA 

There are no major problems to report.

DataLynx Ground Station (PF1), Poker Flat, AK, USA

There are no major problems to report.

Alaska Ground Station (AGS), Poker Flat, AK, USA 

The launch window for the two launches at PFRR will be opening up January 10-25, 2007 at 0800-1400gmt daily.  Pre-launch testing will start at 0500gmt each day.  The AGS 11m antenna will be used for one of the two launches.  Impacted supports are currently being moved.  The AGS supports affected are from 0400 – 1300gmt on days 010 through 025.  Most of EO-1s AGS supports will be moved to PF1.

Svalbard Ground Station (SGS), Longyearbyen, Norway
There are no major problems to report this week.

Tracking and Data Relay Satellite System (TDRSS), White Sands, NM, USA

There are no major problems to report.

USGS Multi-Satellite Ground Station (LGS), Sioux Falls, SD, USA

LGS is now being scheduled only for contingencies.


Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia

Australian Centre for Remote Sensing reports that HGS has been having some technical issues.  The passes will remain in the schedule, but the station cannot guarantee the collection of the passes.  

Cordoba Ground Station (CGS), Cordoba, Argentina


No passes were scheduled this week. 

Upcoming Events:

· Lunar calibration on 02/02/2007 (07-033) 

Imagery Status:

Scenes and Engineering Cals planned for week of Jan 5 – Jan 11, 2007                            118
Total scenes and engineering calibrations planned for entire mission – approximately 32,008
Total Scenes:  ALI scenes in the Level 0 archive            29,301 (as of Jan11, 2007)

                        Hyperion scenes in the Level 0 archive    29,052
Publications and Presentations Status (as of 12-21-06):

341 publications 

237 external presentations

  54 articles and press releases
















Blocker Plate




















































































































































































































































































































































































































































































































































































Page 3 of 3

