EO-1 Weekly Status Week of April 20 – April 26, 2007

Day of Year 110 - 116
Mission Day 2340 - 2346
Earth Observing-One (EO-1) General:

There were 117 Data Collection Events (DCEs) scheduled this week.  EO-1 personnel briefed the NASA Headquarters Earth Science Senior Review Committee on the proposal to continue funding EO-1 operations and science activities during FY08-09.  Follow-up questions from the committee were provided in response to a request from the committee chair.  Final decisions on how NASA intends to operate the 13 missions under consideration will be made within the next 4-6 weeks.
EO-1 Spacecraft Subsystems:

All spacecraft subsystems functioned nominally with the exception of the Command & Data Handling (C&DH) anomaly (see below).

C&DH
Per NASA Headquarters direction, effort has continued to develop and implement workarounds for the C&DH Medium Speed Serial Port anomaly that prevents normal playback of recorded engineering data during Ground Network (GN) contacts.  The strategy being employed allows meeting 100% of science imaging requirements and technology testbed activities while pursuing the workarounds.
Instruments
The instruments operated nominally this week. 

Technology Activities:
In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Sensor Web & Virtual Observatory Demonstrations

An Advanced Information Systems Technology (AIST) Sensor Web grant collaborators team teleconference was held April 26, 2007.  Troy Ames is exploring possible use cases for interfacing the Instrument Remote Control (IRC) along with the Autonomous Sensor Fleet (ASF) with standard Open Geospatial Consortium (OGC) Sensor Planning Service (SPS) and/or Sensor Observation Service (SOS).  In May, the operations concept for the IRC along with the ASF will be defined and then we can determine if there is a scenario that can demonstrate interoperability between EO-1 and ASF using the OGC standards.

Detailed agreements are in process of being negotiated concerning the SPS and SOS interfaces from the Geobliki server to the EO-1 Autonomous Sciencecraft Experiment (ASE) servers at the Jet Propulsion Laboratory (JPL) where EO-1 schedule goals are generated.  Issues being resolved include a mechanism for resolving the issue of knowing when the tasking has been completed.   
Status of the proposal response to the Research Opportunities in Space and Earth Sciences (ROSES)-2007, Decisions, call for proposals was discussed.  In addition, activities are being undertaken to recast the Fire Demo Use Case to respond to the Call for Participation in the Global Earth Observing System of Systems (GEOSS) Architecture Interoperability Pilot project.  Responses to the Pilot call are due 11 May.  The Fire Demo Use Case is also being recast for posting to the Earth Science Information Partners (ESIP) Federation wiki website.  Additional interface details are being sought from AIST collaborators to complete the wiki posting in advance of the next ESIP Conference in Toronto in mid-June.
EO-1 team members participated in the Tactical Fire Remote Sensing Advisory Committee (TFRSAC) meeting at Ames Research Center on April 24-25.  Details between the Unmanned Aerial System (UAS) and the EO-1 based AIST Sensor Web activities were discussed.  Related to this activity was news that the Forest Service in Salt Lake City successfully initiated an OGC compliant Web Feature Service (WFS) for MODIS hot pixels data.

Autonomous Sciencecraft Experiment (ASE)

ASE controlled EO-1 all week.  An error was encountered on 21 April (2007-111) that prevents on-board execution of science classifiers.  The problem is understood by flight software engineers and a command that will reset the hung band-stripping process on-board is being prepared for uplink early next week.  
Anomaly Background: The first step in the on-board classifier run is to pull selected bands of raw Hyperion data back from the X-band solid state recorder into the Random Access Memory (RAM) of the recorder processor then execute a level 1R correction routine to make the data ready for the classifier (usually, the thermal classifier used for the volcano sensor web alerts).  The data pull is performed by the S-band playback command which has been hijacked to perform this new data pull function.  The Level 1R algorithm applies corrections from the pre and post dark current calibration measurements taken by the instruments before and after the image.  The pre-image dark calibration files for this particular image contained no instrument data for either Advanced Land Imager (ALI) or Hyperion instruments.  It appears that the band-stripping task was put in an error state because it could not find packet sync when the 1st dark calibration packet was played back, indicating that the file was empty.  The dark calibration files were opened on the X-band recorder, but it appears that the data gate open/close for both instruments did not occur while the files were open, so no data flowed into the files.  This condition is likely caused by an occasional Central Processing Unit (CPU) 100% utilization spike that prevents ASE commands from being executed at their appropriate times on-board.  The missing pre-image dark calibration data hung the playback process and since then, every attempt at band-stripping has resulted in error counters incrementing onboard.  The fix is to reset the status bit that keeps track of the whether the band-stripping process is running from RUNNING to IDLE so that the next attempt to run it will not encounter that it is already running and be halted.  A status bit reset command was developed during testing in the Flight Software Lab, but has never been uplinked and executed on-board, so care is being taken to double check that all contingencies are covered before executing the command on-board for the first time.
Ground System
Hardware Status

	Backup R/T System
	
	Yellow
	A new PC will be ordered to create a backup string file server for real-time operations.  Request and a quote for this new system were sent to the project on 3/8/2007.  

	Mission Planning
	
	Yellow
	Oracle issues on speedwheel have been resolved.  FOT currently is performing most mission planning tasks on the backup machine Speedwheel.  Speedwheel’s configuration will be duplicated to build the primary machine Axle.  FOT is currently testing all mission planning tasks on Speedwheel to ensure that expected results are obtained.  

	Flight Dynamics
	
	Green
	New Flight Dynamics PC(s) have arrived.  FOT will initiate the upgrade as soon as possible.


Operations

EO-1 FOT has been meeting with the systems administration group to address issues that currently effect operations.  In addition to the actions identified above for Hardware Status, data backup methods and failover system capability will be set up and tested independently for the mission planning, real-time, and flight dynamics machines.     
Ground and Space Network

EOS Data and Operations System (EDOS), GSFC, MD, USA

There are no major problems to report.
McMurdo Ground Station (MGS), McMurdo, Antarctica

There are no major problems to report.
Wallops Ground Station (WGS), Wallops Island, VA, USA

There are no major problems to report.
DataLynx Ground Station (PF1), Poker Flat, AK, USA

There are no major problems to report.

Alaska Ground Station (AGS), Poker Flat, AK, USA 

There are no major problems to report.

Svalbard Ground Station (SGS), Longyearbyen, Norway
There are no major problems to report this week.
Tracking and Data Relay Satellite System (TDRSS), White Sands, NM, USA

There are no major problems to report.
USGS Multi-Satellite Ground Station (LGS), Sioux Falls, SD, USA
 LGS is now being scheduled only for contingencies.
Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia

Australian Centre for Remote Sensing reports that TERSS has been having some technical issues.  The antenna will be down until further notice.
Cordoba Ground Station (CGS), Cordoba, Argentina

No passes were scheduled this week. 

Upcoming Events:

· Orbit Lowering maneuver on May 1, 2007 at 13:18:03 GMT.

· Lunar Calibration on May 2, 2007. 

Imagery Status:

Scenes and Engineering Cals planned for week of April 20 – April 26, 2007                    117
Total scenes and engineering calibrations planned for entire mission – approximately 33,878
Total Scenes:  ALI scenes in the Level 0 archive            30,754 (as of April 26, 2007)

                        Hyperion scenes in the Level 0 archive    30,503
Publications and Presentations Status (as of 03-30-07):

341 publications 

240 external presentations

54 articles and press releasesd
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