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PREFACE


As a space flight mission, the NMP EO-1 Project (Code 426) is responsible for the operation of the NMP EO-1 satellite and the ground systems and activities that support it. This document, the Data Management Plan provides an overview of the data management philosophy and a baseline for how the ground system, when integrated with other mission elements, will perform the function of acquiring, processing disseminating and storing the EO-1 spacecraft data.
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Section 1.  Introduction


1.1
Purpose and Scope

The purpose of the EO-1 Data Management Plan (DMP) is to document the plan for handling the acquisition, processing,  distribution and storage of EO-1 mission data.  The DMP reflects the operations within the EO-1 system.  Reference will be made to specific documents that further describe space and ground segment operations.

System overviews and descriptions are provided where appropriate. The major emphasis of the EO-1 DMP is on the On-Orbit Mission Operations phase.  External commitments for pre-launch, launch, on-orbit checkout, and mission operations will be defined in documents referenced in Section 1.3.

Further, During the EO-1 mission development and operations phases, this DMP will:

· Identify data products and establish a timeline for availability;

· Serve as an interface definition document between the project and the designated archive; and

· Identify data products, software and supporting information to be delivered by principle investigators to the project and/or the designated archives.

1.2
DMP Management Responsibility

The EO-1 Project Office at Goddard Space Flight Center (GSFC), Code 426, is responsible for the development, maintenance and management of the DMP until EO-1 has made the transition to an operational mission after launch.  Responsibility for the plan remains with the Program Manager until 60 Days after launch.  At that time, responsibility for the EO-1 Mission, including DMP updates will transition to the EO-1 Mission Director.

1.3
Change Control

After signature, and after transition to an operational mission, the EO-1 DMP will be updated as required in accordance with the EO-1 Configuration Management Plan.  After launch and transition to an operational mission, responsibility will be assigned to the EO-1 Mission Director.

1.4
Document Organization

The EO-1 Data Management Plan (DMP) is comprised of five sections.  A brief description of each follows:

Section 1:  Provides a brief introduction of the document including its purpose, scope, management control and organization. This section also includes a list of all referenced documents.

Section 2:  Provides the reader with a brief overview of the EO-1 mission. Only a high level description of the EO-1 system is given.  This will cover the spacecraft, instrument, ground segment and operational processes.  Please see referenced documentation for additional information not repeated here.

Section 3:  Describes the overall data flow and processing approach envisioned during each of the mission phases described in Section 2. 

Section 4:  Provides a description of the data processing resources, tools and interfaces required to support the processing defined in Section 3.  This section describes the system configurations and locations, as well as the responsibility for operations.

Section 5:  Provides a description of the project organization and responsibilities associated with the implementation and management of the EO-1 data processing capability.  It addresses the management structure and responsibilities for each activity.  This section also describes the transition of responsibilities during each of the mission phases.  Mission anomaly mitigation and program configuration management by the system is also discussed.

1.5
Relevant Documentation

In addition to this DMP, Table 1-1 depicts the other mission-level documents pertinent to EO-1 data management activity:

Table 1-1  EO-1 Mission Reference Documents

Document
Title

N/A
EO-1 Data Policy

NMP/EO-1 MRR01
EO-1 Mission Requirements Request (MRR)

NMP/EO-1 DMR01
EO-1 Detailed Mission Requirements (DMR)

NMP-EO—1 / MPD Vol. 1
Mission Procedures Document  Volume  1-Operations Concept for the EO-1 Mission

EO-1 ICD-xxx
Space to Ground Interface Control Document

MOU December 4,1998
Memorandum of Understanding between The New Millennium program’s EO-1 Mission and The Commercial Remote Sensing Program

Section 2.  Mission Description


Figure 2 Mission Overview 

2.1 Science and Mission Overview 

One of the key responsibilities of  NASA’s Earth Science Enterprise is to ensure the continuity of  future Landsat data. The New Millennium Program’s first Earth Orbiter (EO-1), managed by Goddard Space Flight Center will validate revolutionary technologies contributing to the reduction in cost and increased capabilities of future land imaging missions. Three revolutionary land imaging instruments, the Advance Land Imager (ALI), the Atmospheric Corrector (AC) and the Hyperion on EO-1 will collect multi-spectral and Hyperspectral scenes over the course of its one year mission in coordination with the Enhanced Thematic Mapper (ETM+) on Landsat-7. Break through technologies in lightweight materials, high performance integrated detector arrays and precision spectrometers will be demonstrated in these instruments. Future NASA Spacecraft will be an order of magnitude smaller and lighter than current versions. The EO-1 mission will provide for the on-orbit validation of several spacecraft technologies to enable this transition. key technology advances in communications, power systems, propulsion systems, thermal technology and data storage are also included on the EO-1.

The planned orbit of the EO-1 spacecraft is associated with that of Landsat 7.  The Landsat 7 orbit has an altitude of 705 km at an inclination of 98.2 degrees.  It is sun-synchronous with a nominal equatorial crossing of 10 AM. The EO-1 spacecraft will fly in a sun-synchronous orbit at the same altitude but approximately 1-minute behind Landsat 7. Figure 2 
2.1.1 Formation Flying with Landsat 7

The EO-1 orbit is designed to permit the spacecraft instruments to perform co-fly imaging with the Landsat-7 spacecraft.  This means that EO-1 would arrive at the descending node of its orbit one minute later in Mean Local Time (MLT) than Landsat-7 reached the same designated spot in its orbit.  Additionally, EO-1 was to fly 1 minute plus or minus 6 seconds behind Landsat-7 in the along track direction.  This time difference with Landsat-7 is approximately equivalent to 450 kilometers +/- 45 kilometers. SAC-C will be in same orbit behind EO-1  and AM-1 will be 15 min behind Landsat 7  Plan to  compare SAC-C and EO-1 Images  and to coordinate Moon and Sun calibrations with AM-1.

2.1.2 The Worldwide Reference System (WRS)
The Worldwide Reference System is a system used for conducting remote sensing observations of the earth. Under the WRS, the entire earth's surface has been divided into rectangles approximately 185 km by 170 km each.  This is how a user requests data by using the path number and the row number to locate a scene.  The WRS consists of a grid of 233 fixed ground track paths (i.e.  # of orbits in a 16 day repeat cycle) and 248 rows. This system is used by the Landsat system to identify a total possible of 57,784 WRS centered scenes.   Landsat 7 users will request images based on WRS grid location. EO-1 was designed to fly over the same ground points as Landsat 7 with a one minute delay to allow fulfillment of the requirement to collect paired scenes with Landsat 7. Therefore, EO-1 will make use of the Landsat 7 WRS grid for referencing imaging locations. 
2.2EO-1 spacecraft

The EO-1 spacecraft is shown in Figure 2-1. The preliminary mass estimate for the EO-1 satellite is 588 kg, which includes some contingency. The duration of the mission is 12 months, which includes sufficient time to complete the technology and science validation objectives. Beyond this period, the mission would enter extended operations depending on funding and spacecraft and instrument operability.  The hardware must meet a one-year life requirement and the spacecraft is required to provide at least 18 months of expendables.  Several years’ worth of expendables will be available. 
[image: image2.wmf]
Figure 2-2  EO-1 Spacecraft

2.3 Instrument Description
The EO-1 mission will fly three advance  land imaging instruments-the Hyperion, the Advanced Land Imager, and the Atmospheric Corrector. The three advanced imaging instruments will lead to a new generation of lighter weight, higher performance and lower cost Landsat -type imaging instruments for the Earth Science Enterprise. The following sections provide an overview of the three primary EO-1 science instruments. Data collected by these three imaging instruments, Landsat 7 ETM+, aircraft flown instruments and other ground and space based instruments will be used to validate each EO-1 instrument’s performance.  A comparison EO-1 related instruments’ characteristics follows in Table 2

[image: image3.wmf]Table 2-   EO-1 Related Instrument Characteristics

2.3.1 Hyperion

The Hyperion instrument shown in Figure 2-2 is a push broom scanner that provides Hyperspectral images. It provides a science grade instrument with quality calibration based on heritage from the LEWIS Hyperspectral Imaging Instrument (HIS).

[image: image4.wmf]
Figure 2-2  Hyperion Instrument 

The Hyperion is mounted to the spacecraft on the +Z panel with the optical boresight tilted 4.84 degrees off nadir in the Y-Z plane. Hyperion contains two imaging systems: visible/near infrared (VNIR) and short-wave infrared (SWIR) grating spectrometers.  These systems use a common fore optic and image with a ground sample distance of 30 meters and an image width of 7.5 km.  The VNIR and SWIR spectrometer imagers operate concurrently to produce images that cover the spectral region between 0.4 µm and 2.5 µm with a spectral resolution of 10 nm.  Image data is stored in the Wideband Advanced Recorder/Processor (WARP) and down linked for processing.  Calibration is provided for each image collection, and includes both dark and white files.  Solar, lunar, and earth observing vicarious calibrations will complement lamp based onboard calibrations.  The spacecraft provides pointing stability to minimize blurring of images.

2.3.1.1 Data Collection

Hyperion takes “frames” of data, where each frame provides all spectral bands for a single spatial line of an image.  There are 250 spatial pixels, and 220 bands, 160 of these for SWIR data, and 60 for VNIR.  An image, or cube, or hypercube, consists of 600 frames of data.  Frames are collected at the rate of 223.4 per second, so that an image or cube takes about 3 seconds to collect.  SWIR and VNIR data are stored in the WARP in separate files, such that a 3-minute collection will store about 40 Gbits, with about 28 Gbits SWIR and 12 Gbits VNIR data. Focal plane data are transferred as defined in the Hyperion to Spacecraft ICD to the WARP at a peak rate of 400 Mbps and stored for later down link. 

A Hyperion DCE is defined as a single collection of data for either science imaging or for an external calibration (solar, ground, or lunar).  All instrument functions needed to support the collection, such as internal calibrations and cover opening and closing, are considered part of the DCE.  A typical science imaging DCE will take about 9 cubes over 27 seconds, and will correspond to a Landsat image.  A typical external calibration will take a single cube of data over 3 seconds.

2.3.1.2 Functional Description

The Hyperion consists of a main Hyperion Sensor Assembly (HSA), the Hyperion Electronics Assembly (HEA) box, and the Cryocooler Electronics Assembly (CEA).  The sensor assembly, which contains the optical bench, optics, focal planes, focal plane electronics and cryocooler, has an enclosure that closely controls the temperature of the optical components.  The HEA provides the command, control and data interface between the sensor assembly and the spacecraft, and controls the cryocooler for the SWIR focal plane. 

The HSA is rigidly attached to nadir-facing deck of the spacecraft payload module.  It has no pointing mechanism of its own. The spacecraft points the Hyperion instrument by maneuvering, as needed, so that the Hyperion line of sight passes over the target.  The field of regard is determined by the spacecraft's pointing capability.  Under normal operating conditions the spacecraft will have a lateral pointing capability of ±22(  (TBR).  

The Hyperion optics aperture in the HSA is covered by a movable door.  This door is commanded from the ground and has three operational positions.  When not taking images, the cover door is closed to maintain the instrument temperature and provide contamination control.  The cover is commanded to the fully open position (135() for imaging, and to about 37(  for solar calibration.  

There are four types of on orbit calibration: solar, lunar, ground (vicarious), and internal.  For solar calibration, the sun is aligned with the solar baffle, and sunlight is reflected off the diffuse coating on the inside of the door and into the optics.  For both lunar and vicarious calibration, targets are observed directly.  In vicarious calibration, earth images are correlated with simultaneous ground and atmospheric measurements.  During internal calibration, the cover is closed for the zero reference measurement before and after data collection.  The internal calibration reflects light from two variable-control, luminosity tungsten halogen lamps into the field of view.  The sun calibration is used to periodically check the degradation of the lamps.  For spectral calibration, atmospheric absorption lines (for SWIR) and solar spectrum (for VNIR) are employed.

2.3.2 Advanced Land Imager (ALI)

The ALI instrument is a high resolution, multi-spectral imager that will demonstrate revolutionary technology as a possible replacement for the Landsat ETM+ instrument. A comparison of the two instruments is shown  in Figure 2-3

ALI provides Panchromatic and 6 of the 7 multi- spectral bands provided on the ETM+ (w/o the thematic band).  ALI incorporates a push-broom design – no scan mirror.  Its optics are Silicon Oxide mirrors and are a key technology to be demonstrated by this mission.  The optics provide coverage of the entire L7 135 km / 15( swath width, however, the ALI focal plane is only partially populated.  It contains 4 SCAs (Sensor Chip Assemblies) providing a combined 30 km / ~2.4( field coverage located between ~5.1( and 7.5( off the Z-axis (West). Occasionally the spacecraft will be rolled to allow the ALI or Hyperion detectors to ‘see’ a specific ground point within the L-7 185-km swath.  ALI uses 30m resolution for MS bands and 10m for the PAN band. Each SCA has 320 cross track pixels per MS band; there are 960 pixels in Pan band.

[image: image5.wmf]
Figure 2-3 ALI & ETM+ Comparison 

The ALI incorporates three key technologies: multi-spectral imaging, silicon carbide optics, and wide field of view optics.  These technologies enable it to meet or exceed Landsat ETM+ performance.

2.3.2.1  Multi-Spectral Imaging Capability

The key technologies to be validated on the ALI are high-integrated advanced sensor chip arrays (SCA’s) which work in a pushbroom manner vs. conventionally scanned methods.  The SCA’s on ALI provide the multi-spectral capability of the instrument. The anticipated spectral coverage for ALI is shown in Figure 2-4

[image: image6.wmf]
Figure 2-4  ALI Spectral Coverage
2.3.2.2 Silicon Carbide Optics

Lightweight Silicon Carbide is a revolutionary lightweight material used in fabricating the four ALI mirrors.  Silicon Carbide provides superior thermal and strength characteristics while maintaining dimensional stability over a wide range of temperatures.

2.3.2.3Wide Field of View Optics

Telecentric optics that are compact, high-resolution, and contain no moving parts; ideal for push-broom instrumentation.
2.3.3 Linear Etalon Imaging Spectral Array (LEISA) Atmospheric Corrector (AC)

Linear Etalon Imaging Spectral Array / Atmospheric Corrector (LEISA/AC),shown in Figure 2-4 is a moderate spatial, high spectral resolution imager.  It can be used to correct remotely sensed ground image data, which has been corrupted by atmospheric variability.  LEISA/AC consists of an Optics module and an electronics module.  The Optics module has 3 camera heads.  Each camera head has a 2D array of 256 x 256 IR pixels operating at near room temp.  A 2D spatial image is made to vary spectrally in one dimension by means of a Linear Variable Ethalon (LVE) placed directly over the detector array.  The center of the LEIS/AC line of sight is co-aligned with respect to ALI. LEIS/ AC cal pipes are used to collect sun light during solar calibration operations.  These are oriented 90 degrees from the ALI , LEISA/AC boresite along the +X s/c axis.  Each camera will have a 5 x 5 degree Field of Regard.  The combined 15 degree cross track FOV will encompass a 185 km swath on the ground, the same as that of the Landsat-7 ETM+.  Each pixel’s Ground Sample Distance (GSD) is 250m x 250m. Ground validation of LEIS/AC data using selected areas of globe where little surface variation exists but atmospheric variability changes. Also comparison of LEIS/AC data will be made to radio sounders, and other satellites sounders.
[image: image7.wmf]
Figure 2-4 Linear Etalon Imaging Spectral Array / Atmospheric Corrector

2.4 Ground Segment

2.4.1  Overview 

The EO-1 ground data system consists of the NASA Integrated Services Network, the Ground Network, the EO-1 MOC (including the Core Ground System (CGS), Data Processing System (DPS), Mission Operations Planning and Support System (MOPSS), and the Flight Dynamics Support System (FDSS) It also includes the Science Validation Facility (SVF) and the Mission Science Office (MSO)  located at GSFC, the Tracking and Data Relay Satellite System (TDRSS) including the White Sands Complex (WSC), and the Stennis Space Center (SSC) supported by TRW.  Coordination with Landsat 7 MOC located at Goddard Space Flight Center (GSFC) will be performed to support formation flying.  Interfaces will exist with instrument representatives at Hyperion Operations Processing Center (HOPC) and Massachusetts Institute of Technology (MIT)/Lincoln Lab (LL).  Further detail on the ground architecture is available in the EO-1 Detailed Mission Requirements (DMR)

2.4.2  Ground Network

This section describes the Ground Network necessary to support the EO-1 Data Management Plan

Ground stations will receive telemetry in both X-band and S-band.  The GS will receive up to 80 Gbits of X-band science data each day at 105 Mbps.  The GS will record the received X-band data on Ampex tapes, mail to GSFC, and store raw data for 30 days. GS will receive S-band at selected rates up to 2 Mbps.

The GS will route S-band Housekeeping data via RT virtual channels to GSFC in real time, record up to 200 Mbytes of data each day, and FTP recorded data to GSFC within one hour.  Raw housekeeping data will be store for up to 30 days.  Backup science data (up to 5 Gbits per day) can be transmitted through the S-Band.  This data will be processed as with X-band.
2.4.3  Ground Stations

 Ground station coverage for EO-1 will utilize the three Wallops 11 meter subnet antennas located at Svalbard Ground Station (SGS), Spizbergen, Norway; the Alaska Ground Station (AGS), Poker Flat Alaska; and the Wallops Ground Station (WGS), Wallops Island, Virginia. 

EO-1 will require 2 contacts/day during normal operations, with additional contacts during early orbit (every orbit for ~3 days, ~6 / day for remainder of 60 day check out period), and for contingency and special operations.  

Other projects which plan to utilize the 11 meter subnet antennas include:  Landsat 7, EOS AM-1, and QuikScat.  EO-1 will be competing with these other projects for ground contact time with these stations.  The SGS has been identified as the prime station for EO-1 because its high latitude provides frequent coverage opportunities, and allows science data downlink to occur without interruption of science collections, which primarily are planned during day side crossings of the U.S.  EO-1 does not support real-time science downlink, nor concurrent science collection and downlink. 

The ground stations will be capable of supporting EO-1 commands and telemetry operations. All commands will be up-linked in real-time through the station and all real time telemetry received will be forwarded to the MOC in real-time as well as being captured.  Typically, science data and stored engineering data on the WARP will be downlinked via X-Band and then recorded to an Ampex tape.  Tapes would be shipped to the MOC twice a week.  Also, real-time engineering data and stored engineering data will be downlinked via the S-band.  The real-time data is forwarded to the MOC while the stored engineering data is automatically recorded on the local site SAFS and then later forwarded to the GSFC SAFS.

2.4.3.1  Standard Autonomous File Server (SAFS)

The SAFS, developed by the Wallops Flight Facility (WFF), is used to create an operational system that will provide automated management of downlinked stored engineering data.  This data can be retrieved by FTP once E-Mail notification has been received. 
2.4..4  Mission Operations Center (MOC)

The EO-1 MOC facility is the hub of the ground system.  It is located in Building 14 Room N285 at Goddard.  The MOC houses the hardware and software systems necessary for the successful execution of real-time spacecraft operations and off-line scheduling and analysis activities.

All command and control functions of the spacecraft will take place from the MOC. From the MOC, the Flight Operations Team (FOT) will ensure that spacecraft conditions are monitored and controlled. Along with ensuring the health and safety of the spacecraft, the FOT will schedule and execute science data capture, retrieval and level 0 processing (standard level 0 processing plus make scenes imageable). 
2.4.5 Core Ground System (CGS)

The CGS consist of the Front-End Data System (FEDS), Advanced Spacecraft Integration and Systems Test (ASIST), the Command Management System (CMS),  and the Generic Trending Analysis System (GTAS).  
2.4.6 The Data Processing System (DPS)

The DPS is software that runs on top of the FEDS that provides the capability to do level 0 processing on the EO-1 science data.  Data in ingested via an Ampex tape typically.  The data is then sorted by files and in the case of science data is descrambled and ordered by spectral band.  This data is them passed to the SVF for archive and further processing.
2.4.7 Mission Operations Planning/Scheduling System (MOPSS)
The MOPSS is the main planning tool for the mission.  The Mission Science Office submits a tasking plan to the MOC.  The MOPSS creates an activity list from the plan.   The activity plan is ingested by the CMS and converted to a command load.  The MOPSS checks the plan against mission constraints to assure that conflicts do not arise and that flight rules are followed.  In order  create the activity list, the MOPSS must interface to the 

· WOTS

· Ground contact schedule

· Mission Science Office (MSO)

· Scene requests

· FDSS

· Landsat 7 for orbit vectors

· Calibration slew predicts

· Orbit maneuvers

· Contact n-view predicts

· Orbit events

The FDS provides attitude and orbital products to support the MOPSS and other FOT activities.  The main functions are:

· Attitude determination

· Orbit determination

· Prediction generation

· Slew planning

· Orbit maneuver planning

· Alignment/calibration support
>Attitude determination is provided with a MATLAB based element of the EO-1 >Flight Dynamics Support Subsystem (FDS).  The system first supported >SAMPEX in the Fall of 1995, and adapted to support XTE in Fall 1996.  >Subsequently, the MATLAB based ADS has become the standard system for >mission operations attitude determination activities.  Although generic, >the ADS require configuration and some tailoring of functionality to >achieve specific mission requirements.  The EO-1 ADS performs the following >key functions: telemetry data processing and adjustment of raw sensor data, >attitude estimation (single frame attitude, batch, and Extended Kalman >filter), sensor calibration and alignment, real time attitude >determination, and various utilities to support attitude determination >activities.

While the above items may be considered off-line or non real-time activities, the FOT will ensure that selected attitude parameters from the real-time telemetry stream are forwarded to the FDS.
During the nominal 12 month mission, Formation Flying will be performed using ground computations from the AUTOCON program.

2.4.8 Mission Science Office (MSO) ;Science Validation Facilities (SVF)

The Science Validation Facility (SVF) is located in GSFC/NASA Code 923, and shares some computer equipment with the Landsat 7 Project Science Office (LPSO) Image Assessment System (IAS).  The main functions of the SVF are to assess, process, and manage the flow of selected data. The SVF archives data, provides science validation analysis, and distributes data for the Mission Science Office (MSO).  Upon demand from NRA-selected Science Validation Investigators, the SVF produces ALI Calibration Pipeline (level 1) data.

The SVF will receive level 0 data from the MOC and Hyperion level 1 data from SSC.  All level 0  data will be archived to DLT tapes.  Image assessments and quality checks will be made on the MS/Pan and AC data.  The MS/PAN and AC data will be processed to level 1 data at the request of NRA-selected Science Validation Investigators.  The Calibration Pipeline software provided by MIT/LL processes the MS/PAN data to level 1 data.  The SVF will distribute requested MS/PAN and AC (both level 0 and level 1) data and Hyperion level 1 data to the investigators. The GSFC SVF will archive, at a minimum, Level 1A MS/Pan data, Level 0 and 1A Atmospheric Corrector and metadata. In addition, the SVF will archive Level 1A Hyperion data  for science applications. 

Definenation processed levels:

Level 0

Reconstructed, unprocessed instrument/payload data at full resolution; any

or all communications artifacts, e.g., synchronization frames,

communications headers, and duplicate data, are removed.

Level 1A

Reconstructed, unprocessed instrument data at full resolution, time

referenced, and annotated with ancillary information, including radiometric

and geometric calibration coefficients and georeferencing parameters, e.g.,

platform ephemeris, computed but not applied to Level 0 data.

Level 1B

Level 1A data that have been processed to sensor units.

Level 2

Derived geophysical variables at the same resolution and location as the

Level 1 source data.

Level 3

Variables mapped on uniform space-time grid scales usually with some

completeness and consistency.

2.4.9 Stennis Space Center (SSC); Hyperspectral Data Management System (HDMS)

Commercial Remote Sensing Program (CRSP) will develop a Hyperspectral Data Management System (HDMS) at SSC capable of receiving airborne campaign Level-0 data from various sources and Hyperion Level-0 data from the EO-1 MOC.  CRSP is responsible for providing Level-1 data products for the use by the science and application investigators.  Data products provided by the CRSP HDMS would be stored locally and distributed to the appropriate investigators and technologists, until transfer to long term archival.  The SSC HDMS shall be sized to handle 2000 data cubes and collateral information. SSC will archive, at a minimum, Level 1A Hyperion data and metadata to facilitate the commercialization of this data.

2.4.10 US Geological Survey (USGS), EROS Data Center (EDC); Long Term Science Data Distribution and Archive

EDC will archive, at a minimum, Level 1A MS/Pan, Atmospheric Corrector and Hyperion data and metadata for public access. After the science validation period is complete, the US Geological Survey (USGS) EROS Data Center (EDC) will produce Level 1 data.  Data processing beyond Level 1 products is the responsibility of the users and will be accomplished with user-owned capabilities or those available from private sector suppliers.

2.5
Mission Operations Overview

The EO-1 Mission Operations Center (MOC), located at GSFC will be the focal point for all EO-1 operations. The MOC provides the hardware and software systems necessary for the successful execution of real-time spacecraft operations and off-line scheduling and analysis activities. The EO-1 MOC will interface with the tracking network and other data facilities as required.

The MOC includes:

· Command Control System (CCS)

· Data Processing System (DRS)

· Flight Dynamics System (FDS)

· Mission operations Planning and Scheduling (MOPSS)

The MOC will be responsible for providing the necessary computing systems, hardware, software, facilities, equipment, and personnel to accomplish the following functions:

· Operational control and command management

· Data capture
· Level-zero data processing plus making data imageable
· Flight dynamics (orbit and attitude) determination and control, including end to end on orbit calibration of the attitude control subsystem and instrument
· Coordination and scheduling the supporting ground stations and planning and scheduling NASA Integrated Services Network (NISN)
· Coordination with Landsat-7 Imaging activity
· Coordination with NOAA for Cloud Cover Predictions
· Ground system test and simulation
· Assessment of quality of image samples, and generation of radiometric, atmospheric, and geometric calibrated data products
· Coordination of NMP EO-1 science data processing and distribution with the Earth Resources Observation System (EROS) Data Center (EDC) Land Processes Distributed Active Archive Center (LP DAAC) at Sioux Falls, SD

· Engineering offline analysis

· Provide with the science data, Ancillary data needed to process science data (attitude, GPS, temperature etc)

For EO-1 instrument and housekeeping data acquisition, all communications will be provided by the EO-1 ground based Tracking Network. The tracking network consists of all necessary resources to provide RF communications with the spacecraft, telemetry data acquisition, command transmission, data formatting and transmission to the MOC.  The EO-1 Tracking Network includes:

· NASA Integrated Systems Network (NISN)

· Automated Orbital Tracking Station at Spitzbergen, Norway (Prime support)

· Automated Orbital Tracking Station at Poker Flats, Alaska and Wallops Flight Facility (Backup and Launch support)

· Automated Orbital tracking station at McMurdo, Antarctica (Launch support, Maneuver support, and Technology Demonstration)

· The Tracking Data Relay Satellite System (TDRSS) / White Sands Complex (WSC) to receive and forward spacecraft telemetry for launch support

In addition to the MOC and the tracking network, the EO-1 ground systems also consists of the following elements:

· The Science Validation Facility (SVF) at GSFC, for Level-1 product generation, along with instrument calibration data for the MOC

· The LP DAAC at Sioux Falls, SD will provide the permanent archive of  all EO-1 data and Landsat-7/EO-1 paired scenes and associated data generated by the SVF

· Mission Data Management System  (MDMS) at  Stennis, for Hyperion level 0 data to their customers, JPL/TRW and the Military

Section 3.  Data Flow and Processing


3.1
EO-1 Platform and Instrument Data

The  EO-1 imaging data collection is a coordinated process involving the platform  activities and all three Instruments. The integration of these actives are shown in Figure 3.1 EO-1 Integrated Image Timeline
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Figure 3.1 EO-1 Integrated Image Timeline

Generally during a Data Collection Event (DCE) all three  instruments will be collecting data simultaneously, but separate operations are possible. A DCE is approximately 12 Gbits and typically three DCE’s  per day will be required. A Landsat 7 scene is comparable to a DCE.

Table 3.1 Relationship of Instrument Scenes to DCE

Instrument
# Scenes Over

Science Mission
Typical Scenes

Per DCE

ALI
1,000
1

Hyperion
6,000
6

AC
1,000
1

The EO-1 data stream consists of spacecraft housekeeping and engineering telemetry, along with the full complement of instrument engineering and science data.  Data is apportioned into separate Virtual Channels (VCs) within the downlink data stream. There are 10 VCs assigned for spacecraft data.  The current channel assignments are as follows:

· VC0  - Reserved for S/C C&DH Transmitted Telemetry

· VC1  - Reserved for S/C C&DH Transmitted Telemetry

· VC2  - Reserved for S/C C&DH Transmitted Telemetry

· VC3  - Scene Spacecraft Housekeeping

· VC4  - Unused

· VC5  - unused

· VC6  - Science Bit-Stream Raw Data-Hyperion SWIR

· VC7  - Science Bit-Stream Raw Data-Hyperion VNIR
· VC8  - Science Bit-Stream Raw Data-MS PAN

· VC9  - Science Bit-Stream Raw Data-ACU

3.2
Data Acquisition

As stated in the EO-1 Data Policy, "data acquisition by the ALI is driven by the goal of validating MS/PAN data, acquiring ALI and Landsat 7 scene pairs, fulfilling science goals, and filling user requests."  The EO-1 operator will have the capability to accommodate time critical observations and other requests based on the following order of priorities:

1.
Spacecraft and instrument health and safety;

2.
Time critical acquisitions related to national security, natural disasters, and environmental emergencies;

3.
Validation and time critical acquisitions to support large campaigns.

4. 
Landsat  7 coverage based on cloud cover predictions

3.3
Scheduling Coordination

Conflicts in the mission operations schedule will be resolved by the Mission Director (MD) according to the priorities.  Requests for time critical data acquisitions will come to the MD for scheduling.  Requests from users for non-time critical data acquisitions will go to the appropriate data distribution facility for forwarding to the MOC.
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Figure 3.3 Science Data Acquisition  Coordination

The MSO does the Long Term Plan (LTP) and scheduling for EO-1 science  mission. MSO develops the LTP from the guidelines for science acquisition received from the Coordination Committee, inputs from the Instrument Teams , coordination with Landsat 7  and  coordination with the Mission Director (MD).

Requested scenes and  calibrations are scheduled by the MSO with the MD and the EO-1 MOC.

3.4
Major Phases In EO-1 Data Handling and Processing

There are three major operational phases identified for the EO-1 mission following the launch of the spacecraft.  These phases are described briefly in the following sections, along with the data flow through the system during each of these three phases.  Subsequent sections describe how the data will be handled in greater detail.

3.4.1
Phase 1 Launch and Early Orbit (L&EO)

Phase 1, which is nominally defined as the launch and early orbit phase, is the period from launch through the Two month (60 days) of the mission.  During this phase, the spacecraft will achieve the target orbit of one minute behind Landsat 7(launch + 21days), spacecraft appendages will be deployed, subsystems and instruments will be activated, comprehensive spacecraft functionality and performance will be assessed, and general operational status of the instruments will be performed. Scene data will be collection to check out the instruments  Upon successful completion of this phase, normal operations and data collection will begin. 
3.4.2
Phase 2 Normal Operations

Phase 2, which is defined as the Mission Validation Phase, is the period from the second through twelfth month (2-12 months) of the mission and must include summer growing season.  During this period, the spacecraft will be operated in a normal mode, collecting ALI data coincident with the Landsat-7 spacecraft.  In addition, Hyperion images will be scheduled as separate requests.  All Level-0 and Level-1 data products will be produced as appropriate to validate the EO-1 Technology complement
3.4.3
Phase 3 Extended Operations

Phase 3  is the Extended Operations period and  will continue from month 13 through month 24 [0r until the end of the mission].  During this time period, data collection activity will de-couple from the Landsat-7 activity.  The EO-1 mission will be operated as an independent data collection platform. 

3.5
Processing of Data In the EO-1 Environment

The following sections discuss the process flow of the data collected on-board the spacecraft, to the delivery to users. 


Figure 3.5 EO-1 Science Data Flow
3.5.1  Handling of EO-1 Data On Board the Platforms and Transmission to the Ground Station

S-band data from the EO-1 spacecraft Command and Data Handling (C&DH) system will be transmitted to the ground at 2, 32, 1024 or 2048 Kbps in Reed-Solomon encoded Consultative Committee for Space Data Systems (CCSDS) formatted Channel Access Data Units (CADUs).The GS  route selected virtual channels of housekeeping data to EO-1 MOC  in real time and record up to 200 Mbits of data each day. The recorded data is FTP to GSFC within one hour. The raw data is stored for 30 days. 

X-Band Science Data will be generated by the Wideband Advanced Recorder Processor  (WARP) in two 52.5 Mbps data streams, for a combined rate of 105 Mbps. The GS receive 80 Gbits of science data each day. This data will also be in Reed-Solomon encoded CCSDS formatted CADUs.

Nominally, telemetry will be downlinked in both X and S-band, simultaneously, although occasionally only one band (X or S) will be used. All telemetry and command data will conform to applicable CCSDS standards. Commanding and ranging will be conducted simultaneously with the S-band housekeeping telemetry. If there is a failure onboard with the X-band (science), both science and housekeeping telemetry will be downlinked in S-band in a high data rate, backup mode. The backup science data is processed as with the  X-Band data. The backup science data can be up to 10Gbits per day.

The Ground Stations (GS)(1 in Figure 3.5) mail X-Band data tapes to EO-1 MOC at GSFC two times a week. The X-Band data tapes are Ampex. The S-Band data (SOH, back up science) is electronically transferred to EO-1 MOC. The X-Band data tapes are stored at GS for 30 days and the S-band data is retained on Standard Autonomous File Server (SAFS) for 30 days.

3.5.2
Generation of Level-0 Data by MOC for MS/Pan, AC and Hyperion.

The EO-1 MOC (2 in Figure 3.5) will receive the spacecraft data from the ground station, decommutate the telemetry and perform real-time assessment of the spacecraft health and safety.  Offline analysis and performance trending will be conducted as required to verify the day to day health of the spacecraft, and in support of the NMP technology validation process.  The MOC will perform all Level-0 data processing and forward Level 0 data to the designated entities during the appropriate mission timeframe. The Level 0 data for ALI ,AC and Hyperion and the State of Health (SOH) for one or more DCE will be on a single DLT. The MOC has the capability of producing 8  copies of the  DLT simultaneously The MOC will also receive DLT reprocessed data.

3.5.3
MOC Data Products and Distribution

The science data products to be produced by the MOC are depicted in Table 3-1. In addition to the output product identification, the table also identifies the format, contents, output media and frequency of distribution. Note: DLT contains Level 0 ALI, AC, Hyperion and housekeeping data. 

Table 3-1  MOC Science Data Products

Product
Destination
Format
Frequency

Level-0 Hyperion and Housekeeping Data
TRW/HOPC
DLT
Once per day ,during Phase 1  (L&EO) only

Level-0 MS/PAN and Housekeeping Data
MIT Lincoln Lab
DLT


Once per day ,Phase 1 only

Level-0 AC and Housekeeping Data 
GSFC AC Instrument Team
DLT
Once per day , during Phase 1, 2 &3

Raw Instrument Data

Not imageable
SVF
DLT
Upon Request

Level-0 Hyperion and 

Housekeeping Data
NASA/Stennis 

(SSC/HDMS)
DLT


Once per day during Phase 2 & 3

S-Band housekeeping data
MIT Lincoln Lab


DLT
Once Per Day during Phase 1, 2 & 3

Level-0 MS/PAN, Hyperion, AC and Housekeeping Data
SVF
DLT


Once per day during Phase 1, 2 & 3

Level-0 ALI, AC, Hyperion and Housekeeping Data
USGS/EDC
DLT
Once per week during Phase 2 & 3

3.5.4
Generation of Level-1 Data by the SVF for MS/Pan

The SVF(3 in Fig 3.5), located at GSFC will generate EO-1 imager scenes.  The SVF, operated by the Mission Science office, will Compare the MS/Pan, Hyperion data with Landsat-7 ETM+ image data. The MSO will coordinate the data request for Landsat 7 and EO-1 data pairs. Upon receipt of the MS/Pan Level-0 data from the MOC, the SVF will perform radiometric correction to create a Level-1 processed data product for distribution as requested by PI’s. The SVF will  maintain an online database of the scenes received and identification (WRS)of Landsat 7 scenes pairs.

3.5.4.1 Hyperion Data Processing

Level 0 data processing is performed by the MOC.  A Level 0 data set contains all data from a single DCE, and is formatted into data cubes to allow imaging.  Separate Level 0 data sets are created for the VNIR and SWIR data, and are merged in Level 1 processing.  Level 0 processing must exercise special algorithms to reproduce the VNIR and SWIR cubes because of the focal plan array readout patterns that are used by the instrument.  VNIR and SWIR use different readout patterns; the “de-scramble” algorithms will be provided to the MOC by TRW.  Level 0 processing re-establishes the frame order of the data collection.

During mission operations, TRW, Instrument Validation Team HOPC (8 in FIG 3.5) will optionally provide Level 1 data processing, instrument performance and calibration trending, and instrument monitoring.  Science data is received via tape at the MOC from the GS, and forwarded as engineering data and Level 0 data sets to TRW over a 56 Kbps link. 

Level 1 data processing matches the recorded data with the commanded modes, identifies calibration data and separates it from image data, correlates times in the science header fields with time-tagged telemetry, and generates separate data sets for each separate mode (dark calibration, imaging, lamp calibration).  Level 1 data processing combines the VNIR and SWIR data sets, and creates full frames and cubes.  It generates calibration data sets for both internal and external calibrations.  It uses the internal calibration data to perform radiometric calibration. The Hyperion level 1 data processing is preformed at SSC/HDMS (4 in Fig 3.5)
3.5.4.2  SVF Data Products and Distribution

.  The MSO will assess and recommend the methodologies necessary to achieve Level-0 and produce Level-1 data on demand. The SVF will distribute level 0 data to the NRA selected PI Validation Teams.  Interagency support is to be provided through the Department of the Interior and the U.S. Geological Survey (USGS), which handle long term data archive and distribution at the Earth Resources Observation System (EROS) data Center (EDC)(5 in Fig 3.5)

The science data products to be produced by the SVF are depicted in Table 3-2. In addition to the output product identification, the table also identifies the format, contents, output media and frequency of distribution.

Table 3-2 SVF Science Data 

Product
Destination
Format
Frequency

Level-0 and Level-1 MS/PAN Data
Lincoln Lab
DLT
Once per week during Phase 2 & 3

Level-0 and Level-1 MS/Pan data and Level-0 AC data 
Instrument Validation Team 

GSFC AC
DLT
Upon request  during Phase 1. 2 & 3

Level-0 and Level-1 MS/PAN Data
NASA/Stennis (SSC)
DLT
Upon Request during Phase 2 only

Level-0 and Level-1 MS/PAN & Hyperion Data


NRA selected Science Validation Teams
DLT
Upon Request Phase 2 only

3.6
Data Storage, Archive and Retrieval

EO-1 data will be retained at various locations for purposes of providing retransmission of erroneous or poor quality data, to facilitate necessary spacecraft or instrument performance analysis, and for historical record.  The following sections describe the methodology to be used for handling EO-1 data for these purposes.

3.6.1
Data Storage

Raw spacecraft data will be retained in the MOC for a period of 30 days for any necessary reprocessing, offline analysis or trending.  Upon completion of Level-0 processing functions, a Data Availability Notice (DAN) is sent to the SVF.  Level-0 processed Science data will be retained in the MOC for 6 months in the event that a playback is required. 

3.6.2 Data Archive

The NMP EO-1 Science Working Group (SWG), located within the Landsat 7 Mission Science Office, will establish all data collection and production rules and priorities for NMP EO-1 operations.  The SWG will assess and recommend the methodologies necessary to achieve Level 0 data and produce Level 1 data on demand. Interagency support is to be provided through the Department of the Interior and the U.S. Geological Survey (USGS), which handle long term data archive and distribution at the Earth Resources Observation System (EROS) Data Center (EDC).
The GSFC SVF will archive, at a minimum, Level-0 and 1A MS/Pan data, Level-0 and 1A Atmospheric Corrector and metadata.  In addition, the SSC will archive Level-1A Hyperion data for science applications.

EDC will archive, at a minimum, Level-1A MS/Pan, Atmospheric Corrector and Hyperion data and metadata for public access and the SSC will archive, at a minimum, Level-1A Hyperion data and metadata to facilitate the commercialization of this data.

3.6.3
Data Retrieval

Products will be distributed in standard, defined formats and available in physical and electronic transfer forms.  EO-1 mission scientists are to be notified of data retrieval using SAFS.

Section 4.  Resources


4.1
System Resources and Tools for EO-1 Algorithm Development, Data Processing and Analysis, and Transport

The physical resources necessary for the performance of the EO-1 data processing, distribution and archive functions are described in the following sections.  All resources for required for these functions are NASA-owned and operated.
4.1.1
Data Transport Network

All communications data links between ground receiving stations, the GSFC MOC, SVF, and other NASA centers are operated by NASA Communications (Nascom).   Data links between other facilities are commercially provided. 

4.1.2
MOC Computer Systems

The MOC facility will be at GSFC Building 14.  EO-1 support will utilize 3-4 terminals for real-time mission operations, and 4-6 additional terminals for off-line processing, trending and analysis.  The hardware complement includes DEC ALPHA, RS 6000, and HP Workstations, along with PCs. 

4.1.3 SVF Computer Systems

The SVF will be located at GSFC Building (33).  The SVF will utilize (TBD) for processing of EO-1 science data products. 

Section 5. Organization and Implementation 


5.1
Organization

The data management function will be administered by a group of individuals, each responsible for specific functions relative to the handling of EO-1 spacecraft and instrument data.  These functions range from the determination of initial data handling priorities for the various users, working closely with the technology and science community, operating and maintaining the EO-1 system, and the historical record keeping necessary to document the mission.

5.2
Data Management Team

The EO-1 Data Management Team will be appointed by the Mission Director.  The Mission Director will function as the head of this organization.  The Mission Director is directly responsible for the data management funding and scheduling, and is the principal liaison between the user community and the operations staff.

5.3
External Interfaces

Interfaces with external entities will be defined and managed to accommodate a smooth flow of data and input information between the users project operations organization throughout the mission.  The Mission Director will establish these interfaces and coordinate requirements between all parties.

5.4
Subsystem Development

Components of the EO-1 data system are designated as subsystems.  The Ground Systems Project Manager, the Mission Director and members of the data management team are responsible for the complete system lifecycle for each subsystem, including all tasks necessary for the development, operations and maintenance of the subsystem component.

5.5
Configuration Management

All systems and software developed to support the EO-1 mission will be under the control of the EO-1 Configuration Control Board (CCB).  The board will be responsible for ensuring that all controls documented in the EO-1 Configuration Management Plan are adhered to.  No changes to the baseline EO-1 data system will be made without formal coordination with and approval by the CCB.5.6
MOC Processing  Management
Responsibility for the processing of spacecraft data by the MOC lies with the EO-1 Flight Operations Team (FOT).  The FOT is also responsible for the production of Level-0 data for transmission to the SVF.
5.7
Archival Products Management

Archival data products generated by the SVF are the responsibility of the NMP EO-1 MSO.

5.8
Computer Resource Management

The FOT is responsible for the operations and maintenance of the hardware and software systems necessary to support the EO-1 processing functions.  This responsibility includes the day to day operations, maintenance, and sustaining engineering of the real-time and off-line processing systems.

5.9
Documentation Management

The FOT will be responsible for the documentation of EO-1 operations activities, spacecraft and systems status, Level Zero Processor (LZP) output status, data records, quality logs.

5.10
Anomaly Reporting and Anomaly Management

Beginning with end-to-end systems testing during pre-launch, the project, Flight Operations and spacecraft contractor elements will jointly implement a problem management system.  This overall system will include a Flight Operations-focused set of anomaly resolution procedures developed by the FOT and subsystem engineers at GSFC.  Problems will be resolved at the lowest possible level.  Problems will be documented and tracked using electronic databases that will be searchable via the Internet.  Contingency plans will be developed for potential failure in each element and each interface.  

5.11
Transition of Responsibilities

TBD

5.11.1
Instrument Validation

TBD

5.12
Implementation Schedule Responsibility  

The responsibility for the development of the EO-1 Spacecraft lies with the EO-1 Project managers.  The development of the ground system and flight operations team readiness is the responsibility of the EO-1 Ground System Project Manager.

EO-1 Acronym  and Abbreviations
AC 
Atmospheric Corrector

ACDS 
Attitude Determination and Control System

ACS
Attitude Control System

AFSCN 
Air Force Space Control Network

AGS
Alaska Ground Station, Poker Flat, Alaska

ALI 
Advanced Land Imager

AOS 
Acquisition Of Signal

ASIST
Advanced System for Integration and Spacecraft Test

ATC
Absolute Time Command

BCR 
Battery Charge Regulator

BER
Bit Error Rate

C&DH 
Command and Data Handling

C&T 
Commands and Telemetry

CADUs
Channel Access Data Units

C-C 
Carbon-Carbon

CCB 
Configuration Control Board

CCR 
Configuration Change Request

CCR 
Carbon-Carbon Radiator

CCSDS 
Consultative Committee for Space Data Standards

CDR 
Critical Design Review

CEI 
Contract End Item

CIS 
Copper Iridium Diselinide

CGS
Core Ground System

CM 
Configuration Management

CMD 
Command

CMO 
Configuration Management Officer

CMS
Command Management System

COMM 
Communication

COP
Command Operating Procedure

CTE 
Coefficient of Thermal Expansion

DAN
Data Availability Notice

DCE 
Data Collection Event

DMP
Data Management Plan

DMR 
Detailed Mission Requirements

DPAF 
Dual Payload Attachment Fitting

DRAM 
Dynamic Random Access Memory

DPS
Data Processing System

ECC
EOS Control Center

EDAC 
Error Detection And Correction

EDC 
EROS Data Center

EEPROM 
Electrically Erasable Programmable Read-Only Memory

EGS 
EO-1 Ground System

EIRP 
Effective Isotropic Radiated Power

EO-1 
Earth Orbiter 1

EOSDIS 
Earth Observing System Data and Information System

EPS 
Electrical Power Subsystem

EROS 
Earth Resources Observation System

ESDIS
Earth Science Data and Information System

ETM+ 
Enhanced Thematic Mapper Plus

FDF
Flight Dynamics Facility

FDSS
Flight Dynamics Support System

FODB 
Fiber Optic Data Bus

FOM 
Flight Operations Manager

FOP
Flight Operations Plan

FOT 
Flight Operations Team

FOV 
Field Of View

FPD 
Flight Procedures Document

FSW 
Flight Software

Gbps 
Giga Bits Per Second

GMT 
Greenwich Mean Time

GPS 
Global Positioning System

GRI 
Ground Reference Image

GSD
Ground Sample Distance

GSE 
Ground Support Equipment

GSFC 
Goddard Space Flight Center

GSI&T 
Ground System Integration and Test

HOPC
Hyperions Operations Processing Center

H/S 
Health and Safety

HK 
Housekeeping

HW 
Hardware

I&T 
Integration and Test

ICD 
Interface Control Document

ISC
Information Systems Center

Isp 
Specific Impulse

Kbps 
Kilo Bits Per Second

L&EO 
Launch and Early Orbit

L/V 
Launch Vehicle

LEISA 
Linear Etalon Imaging Spectrometer Array

LFSA
Advanced Lightweight Flexible Solar Array

LL 
Lincoln Lab

LOS 
Loss Of Signal

LP DAAC
Land Processes Distributed Active Archive Center

LTP
 Long Term Plan

LZP 
Level Zero Processing

M5 
Mongoose 5 Processor

Mbps 
Mega Bits Per Second

MCC 
Mission Command and Control System

MIPS 
Million Instructions Per Second

MIT 
Massachusetts Institute of Technology

MOC 
Mission Operations Center

MOCD
Mission Operation  Concept Document

MOPSS
Mission Operations Planning and Scheduling System

MOR 
Mission Operations Review

MOSP
Mission Operations Support Plan 

MPD
Mission Procedure Document

MRR
Mission Requirements Request

MS 
Multi-Spectral

N/A 
Not Applicable

NASA 
National Aeronautics and Space Administration

NASDA 
National Space Development Agency of Japan

NISN
NASA Integrated Services Network

NCC 
Network Control Center

NMP 
New Millennium Program

NMPO
New Millennium Program Office

NOOA
National Oceanic and Atmospheric Administration

NORAD 
North American Aerospace Defense command

NRA
NASA Research Announcement 

OBC
On Board Computer

OCD 
Operations Concept Document

ODB 
Operational Data Base

Ops 
Operations

ORR/FOR 
Operations Readiness Review/Flight Operations Review

PAN 
Panchromatic

PDB 
Project Data Base

PODS
Precision Orbit Information System

PPF 
Payload Processing Facility

PPT 
Pulsed Plasma Thruster

PSE
Power Supply Electronics

PWR 
Power

RAM 
Random Access Memory

RCS 
Reaction Control System

RF 
Radio Frequency

ROM 
Read Only Memory

RPM 
Revolutions Per Minute

RSN 
Remote Service Node

RT
Remote Terminal

RT 
Real Time

RTC
Relative Time Command

RTS 
Relative Time Sequences

S/A
Solar Array

S/C 
Spacecraft

SAC-C 
Satellite de Applications Cientificas - C

SAFS
Standard Autonomous Fileserver

SAI 
Swales Aerospace, Incorporated

SCA 
Sensor Chip Assemblies

SCC 
Spacecraft Command Center

SDC 
Science Data Center

SFDU 
Standard Formatted Data Units

SGS 
Svalbard, Norway (Spitzbergen)

SiC 
Silicon Carbide

SLC
Satellite Launch Complex

SMO
Science Mission Office

SN 
Space Network

SOMO
Space Operations Management Office

SOW 
Statement Of Work

SPS
Single Point Solution

SSC
Stennis Space Center

SSR 
Solid State Recorder

STOL 
Systems Test and Operations Language

SVF
Science Validation Facility

SW 
Software

SWG 
Science Working Group

SWIR 
Short Wave Infra-Red

TBC 
To Be Confirmed

TBD 
To Be Determined

TBS 
To Be Supplied

TCP/IP 
Transmission Control Program/Internet Protocol

TCS
Thermal Control System

TDRSS 
Tracking and Data Relay Satellite Subsystem

TEC 
Thermal Electric Cooler

TLM 
Telemetry

TOTS 
Transportable Orbital Tracking Station

UPS 
User Planning System

USAF 
United States Air Force

USGS 
United States Geological Survey

VCs
Virtual Channels

V/T
Voltage/Temp 

VAFB 
Vandanberg Air Force Base

VNIR 
Visible/Near Infra-Red

WARP 
Wideband Advanced Recorder Processor

WBS 
Work Breakdown Schedule

WOTIS 
Wallops Orbital Tracking Information System

WR 
Western Range

WSC 
White Sands Complex

WSG
Wallops Scheduling Group
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EO-1 Science Data Flow
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